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Abstract. This paper discusses finite time extinction for a perturbed fast diffusion
equation with dynamic boundary conditions. The fast diffusion equation has the char-
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time depending upon the initial data. In the target problem, some p-th or q-th order
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conflict between the diffusion and the blow up, in the bulk and on the boundary. Firstly,
the local existence and uniqueness of the solution are obtained. Finally, a result of finite
time extinction for some small initial data is presented.
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1 Introduction

In general, when discussing the well-posedness for some parabolic partial differential equa-
tions in a smooth bounded domain, the initial and boundary values are taken as auxiliary
conditions. Settings with Dirichlet, Neumann, or Robin boundary conditions are common.
Recently, dynamic boundary conditions have also been treated in several studies. Here,
the boundary condition includes the time derivative. Moreover, the dynamic boundary
condition with surface diffusion, which is the generalized Wentzell (Ventcel’) boundary
condition [52], is of great interest. The presence of a dynamic boundary condition in
evolution problems creates a transmission problem between the dynamics in the bulk and
on the boundary.

In this paper, we consider the fast diffusion equation with a dynamic boundary con-
dition of the following form:

∂tu−∆um + aum = λup in Ω, t > 0, (1.1)

∂tu+ ∂νu
m −∆Γu

m + bum = µuq on Γ, t > 0, (1.2)

where Ω ⊂ R3 is a bounded domain with smooth boundary Γ := ∂Ω. We set up parameters
0 < m ≤ 1, p, q > 1, and (a, b), (λ, µ) ∈ {(1, 0), (0, 1)}. The symbols ∂t, ∆, ∂ν , and
∆Γ denote the time derivative, the Laplacian, the normal derivative with respect to the
outward unit normal vector ν on Γ, and the Laplace–Beltrami operator (see, e.g., [33]),
respectively. It is worth noting that ∆Γ plays an important role in this paper. The second
equation (1.2) is called the dynamic boundary condition. It describes the dynamics on
the boundary through the appearance of the time derivative.

In general, if a = λ = 0, then we can categorize the nonlinear parabolic equation
(1.1) as a fast diffusion equation, as compared with a heat equation (m = 1) and a
porous medium equation (m > 1) (see, e.g., [51]). The fast diffusion equation has the
characteristic property of decay [45]. More precisely, the solution decays to zero in a
finite time that depends upon the initial data. This is called finite time extinction. In
this paper, we consider the finite time extinction for the perturbed fast diffusion equation
(1.1)–(1.2) with some initial condition. The p-th or q-th order perturbation term may
work to the blow up with in this time. Several studies have been conducted on the
perturbed fast diffusion equation with the homogeneous Dirichlet boundary condition,

∂tu−∆um = up in Ω, t > 0,

u = 0 on Γ, t > 0,

u(0) = u0 in Ω,

for example, [5, 27] for m = 1. For 0 < m < 1, we refer to [2, 13, 14, 15, 22, 23, 39, 53]
and references therein. The behaviour of the solution differs from the case of Ω = R3

(see [37, 41], for example). On the other hand, some studies related to (1.1) considered
the nonlinear boundary condition [10, 12, 20, 24, 38, 46, 55], and the dynamic boundary
condition [16, 17, 18, 19, 21, 31, 32, 54]. The case of m > 1 is also interesting (see [25]
for example, that considers equations similar to (1.1)–(1.2)), and has been the subject of
several studies. Many of which are related to the pioneering blow up results of [26, 35].
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To clarify the setting of our problem, we present the corresponding problems with
parameter settings as follows:

(a, b, λ, µ) = (1, 0, 1, 0),

{
∂tu−∆um + um = up in Ω,

∂tu+ ∂νu
m −∆Γu

m = 0 on Γ;
(1.3)

(a, b, λ, µ) = (0, 1, 1, 0),

{
∂tu−∆um = up in Ω,

∂tu+ ∂νu
m −∆Γu

m + um = 0 on Γ;
(1.4)

(a, b, λ, µ) = (1, 0, 0, 1),

{
∂tu−∆um + um = 0 in Ω,

∂tu+ ∂νu
m −∆Γu

m = uq on Γ;
(1.5)

(a, b, λ, µ) = (0, 1, 0, 1),

{
∂tu−∆um = 0 in Ω,

∂tu+ ∂νu
m −∆Γu

m + um = uq on Γ,
(1.6)

where the initial condition is omitted for simplicity. As a remark, we could also mention
the case (a, b) = (1, 1). However, we do not consider it in the present paper since it is
trivial.

In this paper, applying the method of Filo [22], we discuss the local existence and
uniqueness of the non-negative solution of (1.1)–(1.2) for some suitable non-negative initial
data. Following results by Fila and Filo [14, 15], we obtain a result of finite time extinction
for some small initial data.

We present a brief outline of the paper along with a short description of the various
items.

In Section 2, we state the main theorems, which are related to the finite time extinction
after establishing our notation. Let (λ, µ) = (0, 1); for some small initial data, the unique
solution of (1.5) or (1.6) decays to zero in a finite time when 1/5 < m < 1. This means
that we can take any q > 1. On the other hand, if (λ, µ) = (1, 0), we can obtain the same
result to (1.3) or (1.4) under the additional assumption 1 < p < 5m.

In Section 3, we consider an auxiliary problem. We discuss the well-posedness of some
globally Lipschitz perturbation based on Filo [22]. Firstly, we set up a time discretization
scheme. Thus, we obtain a solution for an elliptic problem applying the maximal mono-
tone theory. Secondly, correcting the suitable uniform estimates, we prove that a pair
of piecewise linear functions converges to a candidate solution to the auxiliary problem.
Using fundamental inequalities, we also obtain estimates for time derivatives since the
initial data belongs to H1 ∩ L∞. This is a point of emphasis, because the suitable regu-
larity of the time derivative is a special property for the fast diffusion equation (see [23,
Theorem 2] and Remark 3.1). Moreover, to obtain a regular solution, we use the boot-
strap argument for the dynamic boundary condition. Thanks to surface diffusion, this
argument works well. This is another point of emphasis because the equation is treated
as a weak or very weak formulation of the porous media equation in general. The solution
satisfies the equation in almost everywhere sense. It is a benefit of surface diffusion.

In Section 4, we prove the main theorems step by step. Firstly, we obtain the local
existence of the solution to the original problem under a general setting, that is, 0 <
m ≤ 1, p, q > 1. We use a standard method of the cut off function. The solution also
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satisfies an energy inequality and equality of conservation with respect to the L(1+m)/m-
norm. The proof of the main theorems is based on the effective use of this inequality and
equality. Next, under the assumption 1/5 < m < 1, we prove the property of the finite
time extinction for (λ, µ) = (0, 1), namely (1.5) or (1.6). Figure 1 shows the strategy
of the proof of the theorem. To complete the proof of finite time extinction, we need to
discuss the invariance of some stable set. The essence of the proof is based upon Fila and
Filo [14]. If (λ, µ) = (1, 0), we need additional assumption 1 < p < 5m.

Here, let us present a detailed index of sections and subsections.

1. Introduction

2. Main theorems

2.1. Notation

2.2. Main theorems

3. Global existence for globally Lipschitz perturbations

3.1. Time discretization

3.2. Uniform estimates

3.3. Proof of Proposition 3.1

4. Proof of main theorems

4.1. Finite time extinction

4.2. Proof of invariance

Appendix

2 Main theorems

In this section, we present the main theorems. We first set up our problem in mathematical
fundamental settings.

2.1 Notation

Let T > 0 be the finite time and Q := (0, T )× Ω, Σ := (0, T )× Γ. We use the following
notations: H := L2(Ω), V := H1(Ω), and W := H2(Ω), which are Hilbert spaces with
standard norms | · |X and inner products (·, ·)X , where X is the corresponding space.
Analogously, HΓ := L2(Γ), VΓ := H1(Γ), and WΓ := H2(Γ). For the pair of functions z
on Ω and zΓ on Γ, we use the bold character z := (z, zΓ). Also, we have the following
definitions.

H := H ×HΓ,

V :=
{
z ∈ V × VΓ : zΓ = z|Γ a.e. on Γ

}
,

W := (W ×WΓ) ∩ V ,

L∞ := L∞(Ω)× L∞(Γ).
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The symbol z|Γ denotes the trace of z to the boundary Γ. We remark that for the function
z = (z, zΓ) ∈ H , the first component z and the second component zΓ are completely
independent because of the lack of regularity.

Subsequently, we set α := 1/m for simplicity. We define functions sgn, γ, g, gΓ : R → R
by

sgnr :=


1 if r > 0,

0 if r = 0,

−1 if r < 0,

γ(r) := |r|αsgnr =


rα if r > 0,

0 if r = 0,

−(−r)α if r < 0,

g(r) := |r|p−1r = |r|psgnr, gΓ(r) := |r|q−1r = |r|qsgnr.

Moreover, we put β := γ−1. Then, γ, β, g, and gΓ are monotone functions. Now, we
can set up the problem of perturbed fast diffusion equation with a dynamic boundary
condition as follows: Find v : Q → [0,∞), vΓ : Σ → [0,∞) satisfying the following system

∂tγ(v)−∆v + av = λg
(
γ(v)

)
a.e. in Q, (2.1)

v|Γ = vΓ a.e. on Σ, (2.2)

∂tγ(vΓ) + ∂νv −∆ΓvΓ + bvΓ = µgΓ
(
γ(vΓ)

)
a.e. on Σ, (2.3)

v(0) = v0 a.e. in Ω, (2.4)

vΓ(0) = vΓ,0 a.e. on Γ. (2.5)

The third equation (2.3) is called the dynamic boundary condition since it includes the
time derivative. Therefore, we need two initial data for v and vΓ, or more specifically,
conditions (2.4) and (2.5) with given data v0 : Ω → [0,∞) and vΓ,0 : Γ → [0,∞),
respectively. Compared with the previous result of Filo [22], the function v := (v, vΓ) will
satisfy the equations in almost everywhere sense in (2.1) and (2.3), respectively, thanks
to the presence of surface diffusion. In other words, we can obtain sufficient regularity.

To discuss finite time extinction based on the previous results (see, e.g., [14, 15, 34,
40, 42, 44, 47, 50]), we introduce the stable set W with corresponding energy J as follows:
put

p∗ := λp+ µq,

namely p∗ = p if (λ, µ) = (1, 0) and p∗ = q if (λ, µ) = (0, 1)

W :=
{
z ∈ V \ {0} : z ≥ 0, zΓ ≥ 0, J(z) < d, 2φ1(z) > (αp∗ + 1)φ2(z)

}
∪ {0},

J(z) := φ1(z)− φ2(z),

φ1(z) :=
1

2

∫
Ω

|∇z|2dx+
a

2

∫
Ω

|z|2dx+
1

2

∫
Γ

|∇ΓzΓ|2dΓ +
b

2

∫
Γ

|zΓ|2dΓ,

φ2(z) :=
1

αp∗ + 1

(
λ

∫
Ω

|z|αp+1dx+ µ

∫
Γ

|zΓ|αq+1dΓ

)
.

In the definition of W , the constant d is called the depth of the potential well, and is now
defined by

d := inf
{
J(z) : z ∈ V \ {0}, 2φ1(z) = (αp∗ + 1)φ2(z)

}
. (2.6)

This constant is characterized by the optimal constant of some estimate between φ1(z)
and φ2(z), which will be discussed in Remark 4.2.
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2.2 Main theorems

The main theorems are related to the finite time extinction for the solution v = (v, vΓ)
of (2.1)–(2.5). Let (a, b) ∈ {(1, 0), (0, 1)}, (λ, µ) = (0, 1). For the cases of (1.5) or (1.6),
there are no restrictions for q > 1.

Theorem 2.1. Assume that 1/5 < m < 1, q > 1, and v0 := (v0, vΓ,0) ∈ W ∩ L∞.
Then, there exists Text ∈ (0,∞) depending on |v0|L(1+m)/m(Ω) and |vΓ,0|L(1+m)/m(Γ) such that
v(t) = 0 a.e. in Ω, vΓ(t) = 0 a.e. on Γ for all t ≥ Text. Moreover, there exists a positive
constant C(m) > 0 depending on m such that∣∣v(t)∣∣

L(1+m)/m(Ω)
+
∣∣vΓ(t)∣∣L(1+m)/m(Γ)

≤ C(m)(Text − t)m/(1−m) (2.7)

for all t ∈ [0, Text].

Corollary 2.1. Assume that 1/5 < m < 1, q > 1, v0 ∈ H1
0 (Ω) ∩ L∞(Ω) with v0 ≥ 0,

and 0 < |v0|2V < 2d, namely v0 := (v0, 0). Then, there exists Text ∈ (0,∞) depending on
|v0|L(1+m)/m(Ω) such that v(t) = 0 a.e. in Ω, vΓ(t) = 0 a.e. on Γ for all t ≥ Text. Moreover,
the same kind of estimate from above (2.7) holds.

Let (a, b) ∈ {(1, 0), (0, 1)}, (λ, µ) = (1, 0). For (1.3) and (1.4) under the restriction of
p > 1, we can discuss the finite time extinction.

Theorem 2.2. Assume that 1/5 < m < 1, 1 < p < 5m, and v0 ∈ W ∩L∞. Then, there
exists Text ∈ (0,∞) depending on |v0|L(1+m)/m(Ω) and |vΓ,0|L(1+m)/m(Γ) such that v(t) = 0
a.e. in Ω, vΓ(t) = 0 a.e. on Γ for all t ≥ Text. Moreover, the same kind of estimate from
above (2.7) holds.

As a remark, the well-posedness of the problem is discussed in Proposition 4.1.

3 Global existence for globally Lipschitz perturba-

tions

In this section, we discuss the auxiliary problem for (2.1)–(2.5). Let us replace the per-
turbations g, gΓ by globally Lipschitz continuous monotone functions f, fΓ with Lips-
chitz constants Lf , LfΓ > 0. Furthermore, f and fΓ satisfy f(0) = fΓ(0) = 0: Find
v : Q → [0,∞), vΓ : Σ → [0,∞) satisfying the system

∂tγ(v)−∆v + av = f
(
γ(v)

)
a.e. in Q, (3.1)

v|Γ = vΓ a.e. on Σ, (3.2)

∂tγ(vΓ) + ∂νv −∆ΓvΓ + bvΓ = fΓ
(
γ(vΓ)

)
a.e. on Σ, (3.3)

v(0) = v0 a.e. in Ω, (3.4)

vΓ(0) = vΓ,0 a.e. on Γ. (3.5)

In this section, we set (a, b) ∈ {(1, 0), (0, 1)}, and the function γ is the same as it was in
the previous section.

We obtain the global existence and uniqueness result for globally Lipschitz perturba-
tions as follows.
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Proposition 3.1. Let 0 < m ≤ 1, 0 < T < ∞. Let us assume that v0 := (v0, vΓ,0) ∈
V ∩ L∞ with v0 ≥ 0 and vΓ,0 ≥ 0. Then, there exists a unique pair of non-negative
functions v := (v, vΓ) such that

v ∈ C
(
[0, T ];H

)
∩ L∞(0, T ;V ∩ L∞(Ω)

)
∩ L2(0, T ;W ),

v(α+1)/2 = v(1+m)/2m ∈ H1(0, T ;H),

γ(v) ∈ H1(0, T ;H) ∩ L∞(0, T ;V ),

vΓ ∈ C
(
[0, T ];HΓ

)
∩ L∞(0, T ;VΓ ∩ L∞(Γ)

)
∩ L2(0, T ;WΓ),

v
(α+1)/2
Γ = v

(1+m)/2m
Γ ∈ H1(0, T ;HΓ),

γ(vΓ) ∈ H1(0, T ;HΓ) ∩ L∞(0, T ;VΓ)

and (3.1)–(3.5) hold. Moreover, they satisfy the energy inequality

4α

(α + 1)2

∫ t

0

(∫
Ω

∣∣∂t(v(α+1)/2(s)
)∣∣2dx+

∫
Γ

∣∣∂t(v(α+1)/2
Γ (s)

)∣∣2dΓ) ds

+ φ1

(
v(t)

)
−
∫
Ω

f̂γ
(
v(t)

)
dx−

∫
Γ

f̂Γ,γ
(
vΓ(t)

)
dΓ

≤ φ1(v0)−
∫
Ω

f̂γ(v0)dx−
∫
Γ

f̂Γ,γ(vΓ,0)dΓ (3.6)

and the L∞-boundednesses∣∣v(t)∣∣
L∞(Ω)

≤ eLt/α
(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)
, (3.7)∣∣vΓ(t)∣∣L∞(Γ)

≤ eLt/α
(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)
(3.8)

for all t ∈ [0, T ], where L := max{Lf , LfΓ}. Furthermore, there exists a positive constant
M0 such that ∣∣v(t)− v(s)

∣∣
H
+
∣∣vΓ(t)− vΓ(s)

∣∣
H
≤ M0|t− s|1/(α+1) (3.9)

for all s, t ∈ [0, T ].

We present the proof of the proposition in Subsection 3.3. In estimate (3.6), the

function f̂γ is defined as the primitive of f ◦ γ, namely

f̂γ(r) :=

∫ r

0

(f ◦ γ)(s)ds =
∫ r

0

f
(
γ(s)

)
ds for all r ∈ R.

The primitive f̂Γ,γ of fΓ ◦ γ is also defined analogously.

To discuss the existence of solutions to the above problem, we employ the argument of
Filo [22]. Indeed, the well-posedness for the nonlinear diffusion equation with the dynamic
boundary condition without the perturbation, can be solved using idea from [28, 29, 30,
48]. To this problem, see also the abstract approach of evolution equations governed by
the difference between two subdifferentials [1, 3, 34, 36, 43]. Also we consider [31] and
that author’s series of papers on various problems with dynamic boundary conditions.
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3.1 Time discretization

The essential idea of Filo [22] was to apply time discretization and suitable fundamental
inequalities. Let n ∈ N, and set h := T/n: for each i = 1, 2, . . . , n, find vi and vΓ,i
satisfying

γ(vi)− γ(vi−1)

h
−∆vi + avi = fi−1 a.e. in Ω, (3.10)

(vi)|Γ = vΓ,i a.e. on Γ, (3.11)

γ(vΓ,i)− γ(vΓ,i−1)

h
+ ∂νvi −∆ΓvΓ,i + bvΓ,i = fΓ,i−1 a.e. on Γ, (3.12)

where fi−1 := f(γ(vi−1)) and fΓ,i−1 := fΓ(γ(vΓ,i−1)). Then, we see that there exists a
unique pair (vi, vΓ,i) ∈ W of non-negative functions such that (3.10)–(3.12) holds for all
i = 1, 2, . . . , n. Indeed, we define an operatorA : D(A) → H byAz := (γ(z), γ(zΓ)) with
D(A) = L2α(Ω)×L2α(Γ). Then, A−1 is monotone and hemi-continuous. Therefore, A is
maximal monotone same as A−1 (see, e.g., [6, p.36, Theorem 2.4, p.29, Proposition 2.1]).
Moreover, we define a proper, lower semi-continuous, and convex functional φH : H →
[0,∞] by

φH(z) :=

{
φ1(z) if z ∈ V ,

∞ if z ∈ H \ V .

Then, we see that the subdifferential ∂φH is a maximal monotone operator, characterized
by ∂φH(z) = (−∆z + az, ∂νz −∆ΓzΓ + bzΓ) with domain D(∂φH) = W (see, e.g., [6, 7,
11]). Thanks to the standard maximal monotone theory (see, e.g., [6, p.44, Theorem 2.7]),
A + ∂φH is also maximal monotone. Moreover, there exists a positive constant CC > 0
such that(

Az + ∂φH(z), z
)
H

≥
∫
Ω

|∇z|2dx+ a

∫
Ω

|z|2dx+

∫
Γ

|∇ΓzΓ|2dΓ + b

∫
Γ

|zΓ|2dΓ(
= 2φ1(z)

)
≥ CC|z|2V (3.13)

for all z ∈ W . Indeed, if (a, b) = (0, 1), the Poincaré inequality ensures that there exists
a positive constant CP > 0 such that

|z|2V ≤ CP

(∫
Ω

|∇z|2dx+ b

∫
Γ

|z|Γ|2dΓ
)

for all z ∈ V.

If (a, b) = (1, 0), the trace theory between V and HΓ ensures that there exists a positive
constant CT > 0 such that

|z|Γ|2HΓ
≤ CT

(∫
Ω

|∇z|2dx+ a

∫
Ω

|z|2dx
)

for all z ∈ V.

Therefore, A+ ∂φH is coercive. Thus, the range R(A+ ∂φH) of A+ ∂φH is the whole
space H (see, e.g., [6, p.36, Corollary 2.2]). Next, multiplying (3.10) by min{0, vi} ∈ V
and (3.12) by min{0, vΓ,i} ∈ VΓ, respectively, we obtain the non-negativity of the functions
vi and vΓ,i.
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3.2 Uniform estimates

According to [22, Lemma 1.14], we obtain the L∞-boundedness as follows:

Lemma 3.1. The functions vi and vΓ,i satisfy

|vi|L∞(Ω) ≤ (1 + Lh)i/α
(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)
,

|vΓ,i|L∞(Γ) ≤ (1 + Lh)i/α
(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)
.

for all i = 1, 2, . . . , n.

Proof. Let κ > 1. Multiplying (3.10) by vκi and (3.12) by vκΓ,i, using (3.11), and summing
the results, we deduce that∫

Ω

vα+κ
i dx+

∫
Γ

vα+κ
Γ,i dΓ +

(
hκ

∫
Ω

vκ−1
i |∇vi|2dx+ hκ

∫
Γ

vκ−1
Γ,i |∇ΓvΓ,i|2dΓ

+ ha

∫
Ω

vκ+1
i dx+ hb

∫
Γ

vκ+1
Γ,i dΓ

)
≤
∫
Ω

vαi−1v
κ
i dx+

∫
Γ

vαΓ,i−1v
κ
Γ,idΓ + h

∫
Ω

fi−1v
κ
i dx+ h

∫
Γ

fΓ,i−1v
κ
Γ,idΓ

≤ (1 + Lfh)

∫
Ω

vαi−1v
κ
i dx+ (1 + LfΓh)

∫
Γ

vαΓ,i−1v
κ
Γ,idΓ

≤ κ

α + κ

∫
Ω

v
κ·α+κ

κ
i dx+

α

α + κ
(1 + Lh)(α+κ)/α

∫
Ω

v
α·α+κ

α
i−1 dx

+
κ

α + κ

∫
Γ

v
κ·α+κ

κ
Γ,i dΓ +

α

α + κ
(1 + Lh)(α+κ)/α

∫
Γ

v
α·α+κ

α
Γ,i−1 dΓ

for all i = 1, 2, . . . , n, where we used the Young inequality. Now, the second terms of the
left hand side are non-negative. Therefore, we use the above estimate recurrently:∫

Ω

vα+κ
i dx+

∫
Γ

vα+κ
Γ,i dΓ ≤ (1 + Lh)i(α+κ)/α

(∫
Ω

vα+κ
0 dx+

∫
Γ

vα+κ
Γ,0 dΓ

)
.

This implies that

|vi|Lα+κ(Ω) ≤ (1 + Lh)i/α
(
|v0|Lα+κ(Ω) + |vΓ,0|Lα+κ(Γ)

)
,

|vΓ,i|Lα+κ(Γ) ≤ (1 + Lh)i/α
(
|v0|Lα+κ(Ω) + |vΓ,0|Lα+κ(Γ)

)
for all i = 1, 2, . . . , n. Thus, letting κ → ∞ we find the conclusion.

Using Lemma 3.1, we obtain the following estimates:

Lemma 3.2. There exist positive constants M1, M2, and M3 > 0 independent of n ∈ N
such that

n∑
i=1

∣∣∣∣∣v
(α+1)/2
i − v

(α+1)/2
i−1

h

∣∣∣∣∣
2

H

h+
n∑

i=1

∣∣∣∣∣v
(α+1)/2
Γ,i − v

(α+1)/2
Γ,i−1

h

∣∣∣∣∣
2

HΓ

h ≤ M1, (3.14)

|vi|V + |vΓ,i|VΓ
≤ M2 for all i = 1, 2, . . . , n, (3.15)

n∑
i=1

∣∣∣∣γ(vi)− γ(vi−1)

h

∣∣∣∣2
H

h+
n∑
i=

∣∣∣∣γ(vΓ,i)− γ(vΓ,i−1)

h

∣∣∣∣2
HΓ

h ≤ M3 (3.16)

for all n ∈ N.
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Proof. Multiplying (3.10) by vi−vi−1 and (3.12) by vΓ,i−vΓ,i−1, using (3.11), and summing
these results, we deduce that∫

Ω

γ(vi)− γ(vi−1)

h
(vi − vi−1)dx+

∫
Γ

γ(vΓ,i)− γ(vΓ,i−1)

h
(vΓ,i − vΓ,i−1)dΓ

+ φ1(vi)− φ1(vi−1)

≤
∫
Ω

f̂γ(vi)dx−
∫
Ω

f̂γ(vi−1)dx+

∫
Γ

f̂Γ,γ(vΓ,i)dΓ−
∫
Γ

f̂Γ,γ(vΓ,i−1)dΓ

for all i = 1, 2, . . . , n. Now, recall the fundamental inequality

4α

(α + 1)2
(
r(α+1)/2 − s(α+1)/2

)2 ≤ (rα − sα)(r − s)

for all r, s ≥ 0 (see e.g., [23, Proposition 2] and Appendix). We obtain

4α

(α + 1)2

∣∣∣∣∣v
(α+1)/2
i − v

(α+1)/2
i−1

h

∣∣∣∣∣
2

H

h+

∣∣∣∣∣v
(α+1)/2
Γ,i − v

(α+1)/2
Γ,i−1

h

∣∣∣∣∣
2

HΓ

h


+ φ1(vi)−

∫
Ω

f̂γ(vi)dx−
∫
Γ

f̂Γ,γ(vΓ,i)dΓ

≤ φ1(vi−1)−
∫
Ω

f̂γ(vi−1)dx−
∫
Γ

f̂Γ,γ(vΓ,i−1)dΓ (3.17)

for all i = 1, 2, . . . , n. Summing (3.17) from i = 1 to i = j ≤ n, we obtain

4α

(α + 1)2

 j∑
i=1

∣∣∣∣∣v
(α+1)/2
i − v

(α+1)/2
i−1

h

∣∣∣∣∣
2

H

h+

j∑
i=1

∣∣∣∣∣v
(α+1)/2
Γ,i − v

(α+1)/2
Γ,i−1

h

∣∣∣∣∣
2

HΓ

h


+ φ1(vj)−

∫
Ω

f̂γ(vj)dx−
∫
Γ

f̂Γ,γ(vΓ,j)dΓ

≤ φ1(v0)−
∫
Ω

f̂γ(v0)dx−
∫
Γ

f̂Γ,γ(vΓ,0)dΓ. (3.18)

Here, using the Lipschitz continuities of f and fΓ, we have∣∣f̂γ(r)∣∣ ≤ ∫ r

0

∣∣f(γ(s))∣∣ds ≤ Lf

∫ r

0

sα ds =
L

α + 1
rα+1,

∣∣f̂Γ(r)∣∣ ≤ L

α + 1
rα+1

for all r ≥ 0. Therefore, applying Lemma 3.1, we obtain that there exists a positive
constant M̃1 > 0 depending on α, T, |v0|L∞(Ω), |vΓ,0|L∞(Γ), and L, independent of n such
that ∫

Ω

f̂γ(vj)dx+

∫
Γ

f̂Γ,γ(vΓ,j)dΓ

≤ L

α + 1
(1 + Lh)(α+1)j/α

(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)α+1 (|Ω|+ |Γ|
)

≤ L

α + 1
eLT (α+1)/α

(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)α+1 (|Ω|+ |Γ|
)
=: M̃1. (3.19)
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Thus, we deduce that

n∑
i=1

∣∣∣∣∣v
(α+1)/2
i − v

(α+1)/2
i−1

h

∣∣∣∣∣
2

H

h+
n∑

i=1

∣∣∣∣∣v
(α+1)/2
Γ,i − v

(α+1)/2
Γ,i−1

h

∣∣∣∣∣
2

HΓ

h

≤ (α + 1)2

4α

(
φ1(v0) + M̃1

)
=: M1

for all n ∈ N; that is, we obtain equation (3.14). Next, using equations (3.13), (3.18), and
(3.19), we obtain (3.15). To obtain (3.16), we apply the fundamental inequality

|rα − sα| ≤ 2α

α + 1
max{r, s}(α−1)/2

∣∣r(α+1)/2 − s(α+1)/2
∣∣ (3.20)

for all r, s ≥ 0 since α ≥ 1 (see, for example, [22, Lemma 1.20], a similar method in [40,
p.477], and the Appendix). From (3.20) and Lemma 3.1 we have∫

Ω

∣∣∣∣γ(vi)− γ(vi−1)

h

∣∣∣∣2 dx
≤ max

{
|vi|L∞(Ω), |vi−1|L∞(Ω)

}α−1
(

2α

α + 1

)2 ∫
Ω

∣∣∣∣∣v
(α+1)/2
i − v

(α+1)/2
i−1

h

∣∣∣∣∣
2

dx

≤ e(α−1)LT/α
(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)α−1
(

2α

α + 1

)2
∣∣∣∣∣v

(α+1)/2
i − v

(α+1)/2
i−1

h

∣∣∣∣∣
2

H

for all i = 1, 2, . . . , n. Thus, we obtain the same estimate for γ(vΓ,i), multiplying h, and
summing up them. Moreover, summing these results from i = 1 to n, then we apply
(3.14) to deduce (3.16).

Remark 3.1. The last estimate (3.16) can be obtained only in the cases of the fast
diffusion equation for 0 < m < 1 or the heat equation for m = 1. Indeed, the inequality
(3.20) is true for α ≥ 1. However, it is the advantage from the L∞-bounded initial data.
For this reason, the time derivative is treated in the dual space of V or VΓ in the case
of the porous media equation for m > 1. In the case of the fast diffusion equation with
Dirichlet boundary condition and H1

0 ∩Lα+1-bounded initial data, Akagi–Kajikiya obtained
crucial results in [2].

3.3 Proof of Proposition 3.1

In the standard manner, we define the following piecewise linear functions and step func-
tions:

v̂h(t) := vi−1 +
vi − vi−1

h
(t− ih) for t ∈

[
(i− 1)h, ih

]
,

v̄h(t) := vi for t ∈
(
(i− 1)h, ih

]
,

v̂∗h(t) := γ(vi−1) +
γ(vi)− γ(vi−1)

h
(t− ih) for t ∈

[
(i− 1)h, ih

]
,
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v̄∗h(t) := γ(vi) for t ∈
(
(i− 1)h, ih

]
,

v∗h(t) := γ(vi−1) for t ∈
[
(i− 1)h, ih

)
,

v̂∗∗h (t) := v
(α+1)/2
i−1 +

v
(α+1)/2
i − v

(α+1)/2
i−1

h
(t− ih) for t ∈

[
(i− 1)h, ih

]
,

v̄∗∗h (t) := v
(α+1)/2
i for t ∈

(
(i− 1)h, ih

]
,

for i = 1, 2, . . . , n, and analogously for v̂Γ,h, v̄Γ,h, v̂
∗
Γ,h, v̄

∗
Γ,h, v

∗
Γ,h, v̂

∗∗
Γ,h, v̄

∗∗
Γ,h. According (3.10)–

(3.12), these functions satisfy the following equations:

∂tv̂
∗
h −∆v̄h + av̄h = f(v∗h) a.e. in Ω, (3.21)

(vh)|Γ = vΓ,h a.e. on Γ, (3.22)

∂tv̂
∗
Γ,h + ∂ν v̄h −∆Γv̄Γ,h + bv̄Γ,h = fΓ(v

∗
Γ,h) a.e. on Γ, (3.23)

v̂h(0) = v0 a.e. in Ω, (3.24)

v̂Γ,h(0) = vΓ,0 a.e. on Γ. (3.25)

Here, we have the following useful properties:

|v̂∗h|2L2(0,T ;X) ≤
h

2

∣∣γ(v0)∣∣2X + |v̄∗h|2L2(0,T ;X), (3.26)

|v̂∗h|L∞(0,T ;X) = max
{∣∣γ(v0)∣∣X , |v̄∗h|L∞(0,T ;X)

}
, (3.27)

|v̂∗h − v̄∗h|2L2(0,T ;X) = |v̂∗h − v∗h|2L2(0,T ;X) =
h2

3
|∂tv̂∗h|2L2(0,T ;X), (3.28)

for some suitable function space X.

Now, we prove Proposition 3.1.

Proof. Thanks to (3.15), (3.16), (3.26), and (3.27), we obtain uniform estimates for v̄h :=
(v̄h, v̄Γ,h), v̂

∗
h := (v̂∗h, v̂

∗
Γ,h), and v̄∗

h := (v̄∗h, v̄
∗
Γ,h) for example,

|v̄h|L∞(0,T ;V ) ≤ M2,

|∂tv̂∗h|2L2(0,T ;H) ≤ M3,∣∣v̂h(t)∣∣L∞(Ω)
≤ eLT/α

(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)
for all t ∈ [0, T ],∣∣v̂∗h(t)∣∣L∞(Ω)

≤ eLT
(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)α
for all t ∈ [0, T ],

|v̄∗h|L∞(0,T ;V ) = max
i=1,2,...,n

∣∣γ(vi)∣∣V ≤ M4,

|v̂∗h|L∞(0,T ;V ) = max
i=0,1,...,n

∣∣γ(vi)∣∣V ≤ M4,

|v̂∗h|2L2(0,T ;H) ≤
h

2

∣∣γ(v0)∣∣2H + |v̄∗h|2L2(0,T ;H) ≤ M5,

whereM4 andM5 are positive constants independent of n ∈ N. Here, we used Lemmas 3.1
and 3.2, as well as ∇γ(vi) = αvα−1

i ∇vi, Then, we see that there exist a subsequence
{hk}k∈N and functions v = (v, vΓ) ∈ L∞(0, T ;V ∩ L∞), v∗ = (v∗, v∗Γ) ∈ H1(0, T ;H) ∩
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L∞(0, T ;V ∩L∞) such that

v̄hk
→ v weakly star in L∞(0, T ;V ),

v̂hk
→ v a.e. in Q,

v̂Γ,hk
→ vΓ a.e. on Σ,

v̂∗
hk

→ v∗ weakly in H1(0, T ;H),

weakly star in L∞(0, T ;V ),

v̄∗
hk

→ v∗ weakly star in L∞(0, T ;V ),

v̂∗hk
→ v∗ a.e. in Q,

v̂∗Γ,hk
→ v∗Γ a.e. on Σ

as k → ∞. Moreover, we apply the Aubin–Lions compactness theorem [49, Section 8,
Corollary 4] and (3.28) to obtain the strong convergences (not re-labelled):

v̂∗hk
→ v∗ strongly in C

(
[0, T ];Lr(Ω)

)
,

v̂∗Γ,hk
→ v∗Γ strongly in C

(
[0, T ];Lr(Γ)

)
for r ∈ [2,∞),

v̄∗
hk
,v∗

hk
→ v∗ strongly in L2(0, T ;H)

as k → ∞. According Lemma 3.1, we use V ∩ L∞(Ω) ↪→↪→ Lr(Ω) ⊂ H and VΓ ↪→↪→
Lr(Γ) ⊂ HΓ for all r ∈ [2,∞), where “↪→↪→” stands for the compact imbedding. From
the demi-closedness of the maximal monotone operator A, we obtain

v∗ = γ(v) a.e. in Q, v∗Γ = γ(vΓ) a.e. on Σ.

Thus, from (3.21)–(3.25), letting k → ∞ in their weak formulation, we see that v = (v, vΓ)
satisfy ∫

Ω

∂tγ
(
v(t)

)
zdx+

∫
Γ

∂tγ
(
vΓ(t)

)
zΓdΓ +

∫
Ω

∇v(t) · ∇zdx+ a

∫
Ω

v(t)zdx

+

∫
Γ

∇ΓvΓ(t) · ∇ΓzΓdΓ + b

∫
Γ

vΓ(t)zΓdΓ =

∫
Ω

f
(
γ
(
v(t)

))
zdx+

∫
Γ

fΓ
(
γ
(
vΓ(t)

))
zΓdΓ

for all z = (z, zΓ) ∈ V , for a.a. t ∈ (0, T ), initial conditions v(0) = v0 in H, and
vΓ(0) = vΓ,0 in HΓ. Let z ∈ D(Ω), then zΓ = 0 and

−∆v(t) = f
(
γ
(
v(t)

))
− av(t)− ∂tγ

(
v(t)

)
in D′(Ω).

On the other hand, f(γ(v)) − ∂tγ(v) − av ∈ L2(0, T ;H); therefore, we obtain −∆v ∈
L2(0, T ;H) and

∂tγ
(
v(t)

)
−∆v(t) + av(t) = f

(
γ
(
v(t)

))
in H, (3.29)

for a.a. t ∈ (0, T ). Next, for any z ∈ V , we see from (3.29) that∫
Γ

∂tγ
(
vΓ(t)

)
zΓdΓ +

⟨
∂νv(t), zΓ

⟩
+

∫
Γ

∇ΓvΓ(t) · ∇ΓzΓdΓ + b

∫
Γ

vΓ(t)zΓdΓ

=

∫
Γ

fΓ
(
γ
(
vΓ(t)

))
zΓdΓ, (3.30)
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for a.a. t ∈ (0, T ). Here, we apply the bootstrap argument for the dynamic boundary
condition with surface diffusion to gain higher regularity (see, e.g., [9, 11, 28, 29]). We
have already obtained −∆v ∈ L2(0, T ;H) and vΓ ∈ L2(0, T ;VΓ). Therefore, from the
elliptic regularity theorem (see, e.g., [8, Theorem 3.2, p. 1.79]), we infer

v ∈ L2
(
0, T ;H3/2(Ω)

)
and consequently, from the trace theory with elliptic operator type [8, Theorem 2.27,
p. 1.64], we obtain ∂νv ∈ L2(0, T ;HΓ). Therefore, from (3.30), we also obtain ∆ΓvΓ ∈
L2(0, T ;HΓ) such that

∂tγ
(
vΓ(t)

)
+ ∂νv(t)−∆ΓvΓ(t) + bvΓ(t) = fΓ

(
γ
(
vΓ(t)

))
in HΓ,

for a.a. t ∈ (0, T ). Moreover, the information −∆ΓvΓ ∈ L2(0, T ;HΓ) implies vΓ ∈
L2(0, T ;WΓ) (see, e.g., [33, p. 104]). Finally, this yields vΓ ∈ L2(0, T ;H3/2(Γ)). Us-
ing the elliptic regularity theorem again, we see that v ∈ L2(0, T ;W ) and v = (v, vΓ)
satisfies (3.1)–(3.5).

Next, we obtain the estimates (3.6)–(3.9). Firstly, the estimates (3.7)–(3.8) is the
direct consequence of Lemma 3.1. Secondly, we obtain the uniform estimates for v̂∗∗

h :=
(v̂∗∗h , v̂∗∗Γ,h) using(3.14) (3.26), for example

|∂tv̂∗∗h |2L2(0,T ;H) ≤ M1,∣∣v̂∗∗h (t)
∣∣
L∞(Ω)

≤ e(α+1)LT/(2α)
(
|v0|L∞(Ω) + |vΓ,0|L∞(Γ)

)(α+1)/2
for all t ∈ [0, T ],

|v̂∗∗h |2L2(0,T ;H) ≤
h

2

∣∣v(α+1)/2
0

∣∣2
H
+ |v̄∗∗h |2L2(0,T ;H) ≤ M6,

where M6 is a positive constant independent of n ∈ N. Then, there exists a subsequence
(not re-labelled) and a function v∗∗ = (v∗∗, v∗∗Γ ) ∈ H1(0, T ;H) ∩ L∞(0, T ;V ∩ L∞) such
that

v̂∗∗
hk

→ v∗∗ weakly in H1(0, T ;H),

weakly star in L∞(0, T ;V ),

v̂∗∗
hk

→ v∗∗ strongly in C
(
[0, T ];H

)
,

v̂∗∗hk
→ v∗∗ a.e. in Q,

v̂∗∗Γ,hk
→ v∗∗Γ a.e. on Σ

as k → ∞. Moreover,

v∗∗ =
(
v(α+1)/2, v

(α+1)/2
Γ

)
.

Now, for all t ∈ [0, T ] and all k ∈ N with hk = T/nk, there exists ik ∈ {1, 2, . . . , nk}
such that t ∈ [(ik − 1)hk, ikhk), if t = T then put ik = nk. Moreover, (ik − 1)hk → t,
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ikhk → t as k → ∞. Therefore, we rewrite (3.18) into the following form

4α

(α + 1)2

∫ t

0

(∫
Ω

∣∣∂tv̂∗∗hk
(s)
∣∣2dx+

∫
Γ

∣∣∂tv̂∗∗Γ,hk
(s)
∣∣2dΓ) ds

+ φ1

(
v̄hk

(t)
)
−
∫
Ω

f̂
(
v̄∗hk

(t)
)
dx−

∫
Γ

f̂Γ
(
v̄∗Γ,hk

(t)
)
dΓ

≤ 4α

(α + 1)2

∫ t

(ik−1)hk

(∫
Ω

∣∣∂tv̂∗∗hk
(s)
∣∣2dx+

∫
Γ

∣∣∂tv̂∗∗Γ,hk
(s)
∣∣2dΓ) ds

+ φ1(v0)−
∫
Ω

f̂γ(v0)dx−
∫
Γ

f̂Γ,γ(vΓ,0)dΓ,

and take the lim infk→∞ of both side, then, applying the lower semi-continuity and the
Lebesgue dominated convergence theorem, we obtain the energy estimate (3.6). The
L∞-boundedness (3.7)–(3.8) is a direct consequence of Lemma 3.1. Finally, using the
fundamental inequality

|r − s| ≤
∣∣r(α+1)/2 − s(α+1)/2

∣∣2/(α+1)

for all r, s ≥ 0 (see Appendix), we obtain that∣∣v(t)− v(s)
∣∣2
H
+
∣∣vΓ(t)− vΓ(s)

∣∣2
H

≤
∫
Ω

∣∣v(α+1)/2(t)− v(α+1)/2(s)
∣∣4/(α+1)

dx+

∫
Γ

∣∣v(α+1)/2
Γ (t)− v

(α+1)/2
Γ (s)

∣∣4/(α+1)
dΓ

≤
(
|Ω|(α−1)/(α+1)

∣∣∂tv(α+1)/2
∣∣4/(α+1)

L2(0,T ;H)
+ |Γ|(α−1)/(α+1)

∣∣∂tv(α+1)/2
Γ

∣∣4/(α+1)

L2(0,T ;HΓ)

)
|t− s|2/(α+1)

for all s, t ∈ [0, T ]. Thus, we obtain the Hölder continuity (3.9).

The proof of uniqueness is quite standard. Let w := (w,wΓ) be the solution starting
from the initial data w0 := (w0, wΓ,0) and compare it with v. Define some approximation
σk ∈ C1(R) of the signum function sgn satisfying σk(0) = 0, −1 ≤ σk(r) ≤ 1, σ′

k(r) ≥ 0,
and σk(r) → sgnr as k → ∞, for all r ∈ R. Taking the difference of the equations for
v = (v, vΓ) and w = (w,wΓ) we obtain∫

Ω

(
∂tγ(v)− ∂tγ(w)

)
zdx+

∫
Γ

(
∂tγ(vΓ)− ∂tγ(wΓ)

)
zΓdΓ +

∫
Ω

∇(v − w) · ∇zdx

+a

∫
Ω

(v − w)zdx+

∫
Γ

∇Γ(vΓ − wΓ) · ∇ΓzΓdΓ + b

∫
Γ

(vΓ − wΓ)zΓdΓ

=

∫
Ω

(
f
(
γ(v)

)
− f

(
γ(w)

))
zdx+

∫
Γ

(
fΓ
(
γ(vΓ)

)
− fΓ

(
γ(wΓ)

))
zΓdΓ

for all z = (z, zΓ) ∈ V , for a.a. t ∈ (0, T ). Here, we omit the time variables v = v(t) and
w = w(t). We take z := σk([v − w]+) and zΓ := σk([vΓ − wΓ]

+), where [r]+ := max{0, r}
for all r ∈ R. Then, we have∫

Ω

∇(v − w) · ∇σk

(
[v − w]+

)
dx =

∫
Ω

σ′
k

(
[v − w]+

)∣∣∇[v − w]+
∣∣2dx ≥ 0
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and the same kind of positivity for the term of a(v − w), ∇Γ(vΓ − wΓ), and b(vΓ − wΓ),
respectively. On the other hand, considering sgn([v − w]+) = sgn([γ(v) − γ(w)]+) and
letting k → ∞, we obtain∫

Ω

(
∂tγ(v)− ∂tγ(w)

)
σk

(
[v − w]+

)
dx

→
∫
Ω

∂t
(
γ(v)− γ(w)

)
sgn
(
[v − w]+

)
dx

=

∫
Ω

∂t
(
γ(v)− γ(w)

)
sgn
([
γ(v)− γ(w)

]+)
dx

=
d

dt

∫
Ω

∣∣[γ(v)− γ(w)
]+∣∣dx

and same as (∂tγ(vΓ)− ∂tγ(wΓ))σk([vΓ − wΓ]
+). Moreover,∫

Ω

(
f
(
γ(v)

)
− f

(
γ(w)

))
σk

(
[v − w]+

)
dx

→
∫
Ω

(
f
(
γ(v)

)
− f

(
γ(w)

))
sgn
(
[v − w]+

)
dx

=

∫
Ω

(
f
(
γ(v)

)
− f

(
γ(w)

))
sgn
([
γ(v)− γ(w)

]+)
dx

≤ L

∫
Ω

∣∣[γ(v)− γ(w)
]+∣∣dx,

same as (fΓ(γ(vΓ))− fΓ(γ(wΓ)))σk([vΓ − wΓ]
+). By applying the Gronwall inequality∣∣[γ(v(t))− γ

(
w(t)

)]+∣∣
L1(Ω)

+
∣∣[γ(vΓ(t))− γ

(
wΓ(t)

)]+∣∣
L1(Γ)

≤
(∣∣[γ(v0)− γ(w0)

]+∣∣
L1(Ω)

+
∣∣[γ(vΓ,0)− γ(wΓ,0)

]+∣∣
L1(Γ)

)
eLt

for all t ∈ [0, T ], this comparison estimate gives us the uniqueness of the solution.

4 Proof of main theorems

For a convenience, we define

Y (z) :=
1

1 +m

∫
Ω

z(1+m)/mdx+
1

1 +m

∫
Γ

z
(1+m)/m
Γ dΓ

=
α

α + 1

∫
Ω

zα+1dx+
α

α + 1

∫
Γ

zα+1
Γ dΓ.

In the case of locally Lipschitz continuous perturbations, we apply the cut off method to
prove local existence.

Proposition 4.1. Let 0 < m ≤ 1. Let us assume that v0 := (v0, vΓ,0) ∈ V ∩ L∞ with
v0 ≥ 0 and vΓ,0 ≥ 0. Then there exist Tmax > 0 depending on the initial data, as well as
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a unique pair of non-negative functions v := (v, vΓ) such that they solve (2.1)–(2.5) on
[0, Tmax). Moreover, the functions v and vΓ belong to

v ∈ C
(
[0, Tmax);L

α+1(Ω)
)
∩ L∞(0, T ;V ∩ L∞(Ω)

)
∩ L2(0, T ;W ),

v(α+1)/2 = v(1+m)/2m ∈ H1(0, T ;H),

γ(v) ∈ H1(0, T ;H) ∩ L∞(0, T ;V ),

vΓ ∈ C
(
[0, Tmax);L

α+1(Γ)
)
∩ L∞(0, T ;VΓ ∩ L∞(Γ)

)
∩ L2(0, T ;WΓ),

v
(α+1)/2
Γ = v

(1+m)/2m
Γ ∈ H1(0, T ;HΓ),

γ(vΓ) ∈ H1(0, T ;HΓ) ∩ L∞(0, T ;VΓ)

and satisfy the equality

d

dt
Y
(
v(t)

)
+ 2φ1

(
v(t)

)
= λ

∫
Ω

vαp+1(t)dx+ µ

∫
Γ

vαq+1
Γ (t)dΓ (4.1)

for a.a. t ∈ (0, Tmax). Furthermore, they satisfy the energy inequality

4α

(α + 1)2

∫ t

s

(∫
Ω

∣∣∂t(v(α+1)/2(τ)
)∣∣2dx+

∫
Γ

∣∣∂t(v(α+1)/2
Γ (τ)

)∣∣2dΓ) dτ + J
(
v(t)

)
≤ J

(
v(s)

)
(4.2)

for all s, t ∈ [0, Tmax) satisfying s ≤ t.

Proof. Let M := 2(|v0|L∞(Ω) + |vΓ,0|L∞(Γ)). Moreover, define gM , gΓ,M : R → R by

gM(r) :=


−(M + 1)αp if r < −(M + 1)α,

|r|p−1r if |r| ≤ (M + 1)α,

(M + 1)αp if r > (M + 1)α,

gΓ,M(r) :=


−(M + 1)αq if r < −(M + 1)α,

|r|q−1r if |r| ≤ (M + 1)α,

(M + 1)αq if r > (M + 1)α,

where p, q > 1. Then, applying Proposition 3.1, for each T > 0 there exists a unique
vM := (vM , vΓ,M) such that solves (3.1)–(3.5) with f := λgM , fΓ := µgM,Γ. Moreover,
from the L∞-boundedness (3.7)–(3.8), we have∣∣vM(t)

∣∣
L∞(Ω)

≤ Mep∗(M+1)α(p∗−1)t/α,
∣∣vΓ,M(t)

∣∣
L∞(Γ)

≤ Mep∗(M+1)α(p∗−1)t/α

for all t ∈ [0, T ], where we recall that p∗ = λp+ µq. Now, taking δ > 0 satisfying

Mep∗(M+1)α(p∗−1)δ/α ≤ M + 1, (4.3)

vM solves the original problem (2.1)–(2.5) on [0, δ]. Moreover, we define

Tmax := sup
{
δ > 0 : the problem (2.1)–(2.5) has the unique solution on [0, δ]

}
.
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Thus, we have proved the local existence of (2.1)–(2.5) on [0, T ] for all T ∈ (0, Tmax).
Additionally, from equations (2.1)–(2.5), we obtain that v satisfies (4.2). Next, from the
characterization of the Sobolev functions and the chain rule, we obtain that

∂tγ(v) = ∂tv
α = ∂t

(
v(α+1)/2

)2α/(α+1)
=

2α

α + 1
v(α−1)/2∂tv

(α+1)/2

and also, for vαΓ (see, [53, Lemma 2.3]). Therefore, from the equations (2.1)–(2.3), we
obtain that the following equality holds:∫ t

s

(∫
Ω

∂tγ
(
v(τ)

)
v(τ)dx+

∫
Γ

∂tγ
(
vΓ(τ)

)
vΓ(τ)dΓ

)
dτ = Y

(
v(t)

)
− Y

(
v(s)

)
(4.4)

for all s, t ∈ [0, Tmax), that is, Y (v) is absolutely continuous on [0, Tmax). This implies
(4.1) and additional continuities on [0, T ] in Lα+1(Ω) and Lα+1(Γ).

Also, we obtain that J(v(t)) ≤ J(v0) for all t ∈ [0, Tmax), and J(v(t)) is monotone
decreasing as t → Tmax. Moreover, we obtain the invariance of W as follows.

Lemma 4.1. The set W∩L∞ is invariant; that is, if v0 ∈ W∩L∞, then v(t) ∈ W∩L∞

for all t ∈ [0, Tmax).

The proof of this lemma is given in Subsection 4.2.

4.1 Finite time extinction

Let (a, b) ∈ {(1, 0), (0, 1)}, (λ, µ) = (0, 1). The strategy for proving Theorems 2.1 and 2.2
is the same as that in [15, Theorem 2.1] and [44, Proposition 5].

Proof. Assume that v0 ∈ W ∩L∞. Then, applying [15, Lemma 2.5] we can prove Tmax =
∞ (see, Remark 4.1). Recalling (4.1), we have the following equality:

d

dt
Y
(
v(t)

)
= −2φ1

(
v(t)

)
+ (αq + 1)φ2

(
v(t)

)
= −2φ1

(
v(t)

)
+

∫
Γ

vαq+1
Γ (t)dΓ. (4.5)

for a.a. t ∈ (0,∞). From (3.13) and the Sobolev imbedding in 2-dimensions, there exists
a positive constant CS > 0 such that(∫

Γ

zαq+1
Γ dΓ

)1/(αq+1)

= |zΓ|Lαq+1(Γ)

≤ CS|zΓ|VΓ

≤ 21/2CSC
−1/2
C φ1(z)

1/2;

that is, there exists a positive constant C > 0 such that

φ2(z) ≤ Cφ1(z)
(αq+1)/2. (4.6)
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for all z ∈ V . From the assumption, we have J(v(t)) ≤ J(v0) := d0 < d for all t ∈ [0,∞)
and 2φ1(v0) > (αq + 1)φ2(v0). Moreover, J(v(t)) is monotone decreasing. Hence, there
exists ε1 ∈ (0, 1) such that

(1− ε1)2φ1

(
v(t)

)
≥ (αq + 1)φ2

(
v(t)

)
(4.7)

for all t ∈ [0,∞) (see, Remark 4.2 and Figure 1). Now, from equations (3.13), (4.5),
and (4.7)

0 =
d

dt
Y
(
v(t)

)
+ 2φ1

(
v(t)

)
− (αq + 1)φ2

(
v(t)

)
≥ d

dt
Y
(
v(t)

)
+ 2ε1φ1

(
v(t)

)
≥ d

dt
Y
(
v(t)

)
+ ε1CC

∣∣v(t)∣∣2
V

that is, under the assumption 1/5 < m, from the Sobolev imbedding in 3-dimension, there
exists a positive constant C(α) depending upon ε1, CC, and α, such that

d

dt
Y
(
v(t)

)
≤ −C(α)Y

(
v(t)

)2/(α+1)

for a.a. t ∈ (0,∞). Recalling the fact that 0 < 2/(α + 1) < 1, we deduce

Y
(
v(t)

)
≤

([
Y (v0)

(α−1)/(α+1) − α− 1

α + 1
C(α)t

]+)(α+1)/(α−1)

,

that is, there exists Text > 0 depending upon Y (v0) such that v(t) ≡ 0 for all t ≥ Text.
Moreover, the estimate from above (2.7) holds.

Remark 4.1. We know that v(t) is the function in L∞ for all t ∈ [0, Tmax) from the
construction of the solution, see Proposition 4.1. However, to obtain the time global
estimate with respect to L∞-norm, we do not apply Lemma 3.1 directly to v(t) any more
since g and gΓ are not global Lipschitz functions. To obtain it, we need the assumptions
1 < p < 5m or q > 1. Indeed, we can apply the useful proposition with related to the
Moser technique. Originally it was obtained by Alikakos [4, Lemma 3.2], extended by
Nakao [42, Lemma 3.1] for m > 1, and Fila–Filo [15, Proposition 2.6] for 0 < m < 1.
Under the assumption 1 < p < 5m or q > 1, we can obtain the L∞-estimate independent
of t ∈ [0, Tmax) [15, Lemma 2.5] and then we obtain that Tmax = ∞. Thus, we see
that Theorem 2.2 is true also in the critical case p = 5m if we additionally assume that
Tmax = ∞.

Remark 4.2. The depth of the potential well d of (2.6) is characterized by

d =
αp∗ − 1

2

(
2

αp∗ + 1

)(αp∗+1)/(αp∗−1)

C−2/(αp∗−1), (4.8)
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φ2

φ1

O

J = d

J = d0

φ1 = C−2/(αp∗+1)φ
2/(αp∗+1)
2

d

d0

x0

y0
W

2φ1 = (αp∗ + 1)φ2

(1− ε1)2φ1 = (αp∗ + 1)φ2

•
(
φ2(v0), φ1(v0)

)

Figure 1: Region of W .

where C is the best constant satisfying (4.6). Let (φ2, φ1) = (x0, y0) be the cross point
between {

φ1 = C−2/(αp∗+1)φ
2/(αp∗+1)
2 ,

2φ1 = (αp∗ + 1)φ2.

Then, J = d is the tangential line to the function φ1 = C−2/(αp∗+1)φ
2/(αp∗+1)
2 at

(x0, y0)

=

((
2

αp∗ + 1

)(αp∗+1)/(αp∗−1)

C−2/(αp∗−1),
αp∗ + 1

2

(
2

αp∗ + 1

)(αp∗+1)/(αp∗−1)

C−2/(αp∗−1)

)
Thus, we can obtain (4.8) from d = y0 − x0.

4.2 Proof of invariance

It remains to prove Lemma 4.1. The proof of invariance is not difficult if we have v ∈
C([0, Tmax);V ) (see [14, Chapter 4], for example). However, in general, we do not have
such regularity from the nonlinearity of γ. Therefore, we consider an approximation and
obtain some information concerning the invariance:

Proof. From the definition of Tmax, for each τ > 0 there exists Tτ ∈ (Tmax − τ, Tmax) such
that the problem (2.1)–(2.5) has a unique solution on [0, Tτ ]. Moreover, recalling (4.3) we
put Mτ > 0 satisfying

Mep∗(M+1)α(p∗−1)Tτ/α ≤ M +Mτ .
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For each ε > 0 and 0 < T < ∞, let us consider the following approximate problem

∂tγ(vε) + ε∂tvε −∆vε + avε = f
(
γ(vε)

)
a.e. in Q, (4.9)

(vε)|Γ = vΓ,ε a.e. on Σ, (4.10)

∂tγ(vΓ,ε) + ε∂tvΓ,ε + ∂νvε −∆ΓvΓ,ε + bvΓ,ε = fΓ
(
γ(vΓ,ε)

)
a.e. on Σ, (4.11)

vε(0) = v0 a.e. in Ω, (4.12)

vΓ,ε(0) = vΓ,0 a.e. on Γ, (4.13)

where f := λgM+Mτ and f := µgΓ,M+Mτ are the same as in the proof of Proposition 4.1.
Following Propositions 3.1 and 4.1 with the cut off technique, we prove that there exists
a unique pair vε = (vε, vΓ,ε) ∈ C([0, T ];V ) of functions that satisfies (4.9)–(4.13) and

4α

(α + 1)2

∫ t

s

(∣∣∂t(v(α+1)/2
ε (τ)

)∣∣2
H

+ ε
∣∣∂tvε(τ)

∣∣2
H

)
dτ

+ φ1

(
vε(t)

)
−
∫
Ω

f̂γ
(
vε(t)

)
dx−

∫
Γ

f̂Γ,γ
(
vΓ,ε(t)

)
dΓ

= φ1

(
vε(s)

)
−
∫
Ω

f̂γ
(
vε(s)

)
dx−

∫
Γ

f̂Γ,γ
(
vΓ,ε(s)

)
dΓ (4.14)

for all s, t ∈ [0, T ] with s ≤ t. Moreover∣∣vε(t)∣∣L∞(Ω)
≤ Mep∗(M+1)α(p∗−1)t/α

≤ M +Mτ ,∣∣vΓ,ε(t)∣∣L∞(Γ)
≤ Mep∗(M+1)α(p∗−1)t/α

≤ M +Mτ

for all t ∈ [0, Tτ ]. Therefore, we can replace gM+Mτ by g and gΓ,M+Mτ by gΓ on the time
interval [0, Tτ ] in equations (4.9) and (4.11). Furthermore, from (4.14) it can be shown
that J(vε(t)) ≤ J(v0) and vε(t) ∈ W ∩ L∞ for all t ∈ [0, Tτ ], since v0 ∈ W ∩ L∞.
Moreover, we obtain the same kind of uniform estimates used in proving Propositions 3.1
and 4.1, such as there exists a subsequence {εk}k∈N satisfying εk → 0 as k → ∞ such that

vεk → v weakly star in L∞(0, Tτ ;V ),

γ(vεk) → γ(v) weakly in H1(0, Tτ ;H),

weakly star in L∞(0, Tτ ;V ),

γ(vεk) → γ(v) strongly in C
(
[0, Tτ ];L

r(Ω)
)
,

γ(vΓ,εk) → γ(vΓ) strongly in C
(
[0, Tτ ];L

r(Γ)
)

for r ∈ [2,∞),

εk∂tvεk → 0 strongly in L2(0, Tτ ;H)

as k → ∞, where v = (v, vΓ) is the unique solution obtained in Proposition 4.1. Thus,
we applied the compactness results [49, Section 8, Corollary 4] again to obtain the strong
convergences since, the compact imbeddings V ∩ L∞(Ω) ↪→↪→ Lr(Ω) and VΓ ↪→↪→ Lr(Γ)
for r ∈ [2,∞) hold. Consequently, we deduce

φ2

(
vεk(t)

)
→ φ2

(
v(t)

)
(4.15)
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for all t ∈ [0, Tmax) as k → ∞. Recall the definition of W . We already know that
J(v(t)) ≤ J(v0) < d. Therefore, it is sufficient to prove that

2φ1

(
v(t)

)
> (αp∗ + 1)φ2

(
v(t)

)
for all t ∈ [0, Tmax). Let t ∈ [0, Tmax). This is clear if φ2(v(t)) = 0, therefore we assume
φ2(v(t)) > 0. Now, from d0 = J(v0) < d, we obtain that δ0 := d− d0 > 0 and

J
(
v(t)

)
≤ d− δ0, J

(
vεk(t)

)
≤ d− δ0

for all t ∈ [0, Tmax). Thus, from (4.8) we have

φ1

(
vεk(t)

)
− φ2

(
vεk(t)

)
≤ d− δ0

=
αp∗ − 1

2

(
2

αp∗ + 1

)(αp∗+1)/(αp∗−1)

C−2/(αp∗−1) − δ0.

Now, vεk(t) ∈ W , using (4.6) we have

αp∗ − 1

2
φ2

(
vεk(t)

)
=

αp∗ + 1

2
φ2

(
vεk(t)

)
− φ2

(
vεk(t)

)
< φ1

(
vεk(t)

)
− φ2

(
vεk(t)

)
=

αp∗ − 1

2

(
2

αp∗ + 1

)(αp∗+1)/(αp∗−1)

C−2/(αp∗−1) − δ0

≤ αp∗ − 1

2

(
2

αp∗ + 1

)(αp∗+1)/(αp∗−1)
(
φ1

(
v(t)

)(αp∗+1)/2

φ2

(
v(t)

) )2/(αp∗−1)

− δ0.

Let k → ∞ in the above; using (4.15) we deduce that

φ2

(
v(t)

)
≤
(

2

αp∗ + 1

)(αp∗+1)/(αp∗−1)
(
φ1

(
v(t)

)(αp∗+1)/2

φ2

(
v(t)

) )2/(αp∗−1)

− 2

αp∗ − 1
δ0,

that is,

(αp∗ + 1)φ2

(
v(t)

)
< 2φ1

(
v(t)

)
for all t ∈ [0, Tmax).

Next, we prove Theorem 2.2. Let (a, b) ∈ {(1, 0), (0, 1)}, (λ, µ) = (1, 0).

Proof. Assume 1/5 < m < 1, 1 < p < 5m. In this case, the estimate (4.5) is replaced by

d

dt
Y
(
v(t)

)
= −2φ1

(
v(t)

)
+ (αp+ 1)φ2

(
v(t)

)
= −2φ1

(
v(t)

)
+

∫
Ω

vαp+1(t)dx
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for a.a. t ∈ (0,∞). Now, there exists a positive constant CS > 0 such that(∫
Ω

zαp+1dx

)1/(αp+1)

= |z|Lαp+1(Ω)

≤ CS|z|V

for all z ∈ V because αp+ 1 < 6. Thus, there exists a positive constant C > 0 such that

φ2(z) ≤ Cφ1(z)
(αp+1)/2.

Furthermore, there exists ε1 ∈ (0, 1) such that

(1− ε1)2φ1

(
v(t)

)
≥ (αp+ 1)φ2

(
v(t)

)
for all t ∈ [0,∞) replaced with (4.7). Therefore, the proof is completely identical to the
proof of Theorem 2.1. The proof of invariance of W is also the same; indeed, convergence
(4.15) holds since αp∗ + 1 = αp+ 1 < 6 from the additional assumption 1 < p < 5m.

Appendix

We use the same settings as in the previous sections.

Lemma A.1. Let α ≥ 1. Then

4α

(α + 1)2
(
r(α+1)/2 − s(α+1)/2

)2 ≤ (rα − sα)(r − s),

|rα − sα| ≤ 2α

α + 1
max{r, s}(α−1)/2

∣∣r(α+1)/2 − s(α+1)/2
∣∣,

|r − s| ≤
∣∣r(α+1)/2 − s(α+1)/2

∣∣2/(α+1)

for all r, s ≥ 0.

Proof. If s = 0, then we can prove that all inequalities hold. Therefore, it is sufficient to
prove that

F (x) := (xα − 1)(x− 1)− 4α

(α + 1)2
(
x(α+1)/2 − 1

)2
,

G(x) :=
2α

α + 1
x(α−1)/2

(
x(α+1)/2 − 1

)
− (xα − 1),

H(x) :=
(
x(α+1)/2 − 1

)
− (x− 1)(α+1)/2

are positive for x ≥ 1. Firstly, from the basic calculation, we see that G(1) = 0 and

G′(x) =
α(α− 1)

α + 1
x(α−3)/2

(
x(α+1)/2 − 1

)
≥ 0,
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these imply that G(x) ≥ 0 for all x ≥ 1. Secondly, we put ℓ := (α + 1)/2; then

F (x) = (x2ℓ−1 − 1)(x− 1)− 2ℓ− 1

ℓ2
(xℓ − 1)2

=

(
ℓ− 1

ℓ

)2

(xℓ − 1)2 − x(xℓ−1 − 1)2

=

(
ℓ− 1

ℓ
(xℓ − 1) + x1/2(xℓ−1 − 1)

)(
ℓ− 1

ℓ
(xℓ − 1)− x1/2(xℓ−1 − 1)

)
=:

(
ℓ− 1

ℓ
(xℓ − 1) + x1/2(xℓ−1 − 1)

)
F1(x),

where the multiplier of F1 is positive. Moreover, we can prove that F1(x) ≥ 0 for all x ≥ 1
just as we could for G(x). This means that F (x) ≥ 0 for all x ≥ 1. Finally, H(1) = 0 and

H ′(x) = ℓxℓ−1 − ℓ(x− 1)ℓ−1 ≥ 0

for all x ≥ 1 since ℓxℓ−1 is monotone increasing for x ≥ 1. This implies that H(x) ≥ 0
for all x ≥ 1. As a remark, a similar inequality for H(x) can be obtained from the Tartar
inequality.
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