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Abstract. In this paper, we show the existence of solutions of the initial value prob-
lem for the viscous Cahn-Hilliard equation with the homogeneous Dirichlet boundary
condition. In the previous researches, the existence of strong solutions is shown for the
case where the Sobolev subcritical condition is imposed for the nonlinear term. We ex-
clude this restriction by decomposing the nonlinear term into the difference between a
maximal monotone term and a perturbation term, and prove the existence of the strong
solutions to the initial boundary value problem of the viscous Cahn—Hilliard equation.
Furthermore, some smoothing effect of the solutions is also discussed. Our proof relies on
the abstract theory of the evolution equation governed by the subdifferential operator.
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1 Introduction

The Cahn—Hilliard equation was derived in 1958 to describe the phase separation phe-
nomena in alloys by [3]. Since the 1980s, the initial boundary value problem for the
Cahn—Hilliard equation has been extensively investigated. In 1986, Elliott and Songmu
[10] considered the initial value problem with the homogeneous Neumann boundary con-
dition in one dimensional bounded domains. They adopted a third order polynomial as
the nonlinear term. At that time, the homogeneous Neumann boundary condition was
commonly imposed from the physical requirement that the sum of order parameters inside
the domain should be conserved. In 1996, Gurtin [11] proposed a model which takes into
account internal microforces, where some new viscosity term caused by internal micro-
forces appears in the Cahn—Hilliard equation, which is called the viscous Cahn-Hilliard
equation.

In this paper, we consider the existence of solutions of the initial boundary value prob-
lem (P) of the viscous Cahn—Hilliard equation with the homogeneous Dirichlet boundary
condition:

voru = A [p(u) — alAu + Bowu — h], (t,z) € (0,T) x £,
u=¢(u) — aAu+ fou—h =0, (t,x) € (0,T) x 09, (P)

uli=o = o, x €,

where 0 < T < oo; Q is a bounded domain in RY (N € N) with sufficiently smooth
boundary 0€2; w : [0,7] x € — R is an unknown function; ¢(u) is a given nonlinear func-
tion, and h is a given external force term; and «, 3, and ~ are given positive parameters.
The Cahn—Hilliard equation is nothing but (P) with 5 = 0. In the phase separation in a
binary alloy, the unknown function u represents the order parameter, which corresponds
to the ratio of the concentrations of two metals. In physics, the derivative of the double
well potential, (u — 1)%(u + 1)?, which causes phase separation, is often adopted as the
nonlinear term, i.e., ¢(u) = u® — u. The term ¢(u) — aAu + BOu — h in the right-hand
side of the equation is frequently referred as v. Then the equation can be written as:

vOyu = Aw,
v =p(u) — alAu+ fou — h.

Initial value problems for the Cahn—Hilliard equation with Dirichlet boundary condi-
tions have been considered since the 2000s. In 2002, Efendiev, Gajewski and Zelik [§]
studied the existence of the solutions for the Dirichlet boundary value problem. They
considered the unknown function as a k-th vector valued function and assumed that
o(u) € CHR*;RY), ¢'(u), and ¢(u)u are bounded below by a negative constant. In
2004, Efendiev, Miranville and Zelik [9] also consider the same problem with additional
assumptions on ¢, i.e., the boundedness of the nonlinear term and p(u) € C*(R*;R¥).
They proved the well-posedness of the problem and also considered the limit of the expo-
nential attractors for the viscous Cahn—Hilliard equation, to that for the Cahn—Hilliard
equation. Recently, in 2014, Bui, Smarrazzo and Tesei [13] proved the existence of a
strong solution under the condition that the nonlinear term ¢(u) satisfies p(u)u > 0 for
all v € R and the Sobolev subcritical growth condition. We note that there are a few
other researches for the initial value problem with the Dirichlet boundary condition [6, 7.
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In this paper, we decompose the nonlinear term ¢(u) into the sum of a maximal
monotone operator f : R — R and a perturbation term ¢ : R — R (a maximal monotone
function or a locally Lipschitz continuous function), i.e., ¢ = f — g, and investigate the
existence of the strong solutions of (P). Approximating the monotone function and the
locally Lipschitz perturbation by globally Lipschitz continuous functions, we show the
existence of the solutions of approximate problems by applying the abstract theory of the
evolution equation. Furthermore, we derive a priori estimates of solutions of approximate
equations independent of approximation parameters, and obtain the solution of the orig-
inal problem (P) by taking the limit of the approximation parameters. In order to obtain
a priori estimates, we impose an assumption such that g is dominated by f (see (2.1)
and (2.2)). As for the convergence of solutions of approximate equations, we rely on the
compactness argument.

By our method, we can exclude the Sobolev subcritical growth condition on ¢ in [13],
and do not need the boundedness of p(u)u or the derivative of ¢(u) which are assumed
in [8, 9]. Furthermore, our structure condition on ¢ can cover the double well potential
commonly used in physics, which does not satisfy conditions imposed in [13]. In addition,
the logarithmic potentials and the nonsmooth potentials fall within the framework of our
treatment.

In section 2, we fix some notations and state main results. Theorem 2.2 claims the
existence of the strong solutions for the initial data belonging to Hj(2) and the effective
domain of f. Theorem 2.3 is concerned with the smoothing effect. In section 3 and 4, we
give proofs for Theorem 2.2 and Theorem 2.3 respectively. In appendix, we consider the
uniqueness of the solution, and the existence of solutions for the homogeneous Neumann
boundary value problem.

2 Main results

In order to state our main results, we fix some notations. Let L?(Q) be the Hilbert
space with inner product (u,v)s := [, u(z)v(z)dz, and norm |ul3 := (u,u)s. Let Hj(Q) =
{u € L*(Q); |Vu| € L*(Q),ulag = 0} with norm |u[g1 ) = [Vu|2)v and denote its dual
space by H~1(Q) and the duality paring by a3 <+ >p-1. Then —A gives the duality
mapping from H}(Q) to H~1(Q).

In this paper, we assume the following structure condition (Ap-I) or (Ag-1I) on ¢(-).

(Ap-1) ¢ can be decomposed into the difference between f and g, i.e., ¢ = f — g such that
0 € f(0), 0 € g(0), and followings (i) - (iii) are satisfied.

(i) There is a proper, lower semicontinuous, convex functional f 'R — (—00, ]
satisfying 9f(r) = f(r) for any r € R and f(0) = 0, where df denotes the
subdifferential of f . Then f is a (possibly multivalued) maximal monotone
graph in R x R.

(ii) There is a proper, lower semicontinuous, convex functional § : R — (—o00, o0
satisfying 0g(r) = g(r) for any r € R and ¢(0) = 0, where dg denotes the
subdifferential of g. Then ¢ is a (possibly multivalued) maximal monotone
graph in R x R.
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(iii) There exist k € [0,1) and K € [0, 00) such that
gl < Kklf(r)| + K VreD(f)={reRf(r)#0}.  (21)

Here, f°(r) denotes the minimal section of f(r) and |||g(r)]|| := sup{|b|;b €

g(r)}-

(Ap-11) ¢ can be decomposed into the difference between f and g, i.e., ¢ = f — g such that
0 € f(0), and followings (i) - (iii) are satisfied.

(i) (Same as (Ap-1)-(i)) There is a proper, lower semicontinuous, convex functional

'~

f R — (—o00, oq] satisfying 8f(7:) = f(r) for any r € R and f(O) = 0, where
0f denotes the subdifferential of f. Then f is a (possibly multivalued) maximal
monotone graph in R x R.

(ii) g : R — R is a locally Lipschitz continuous function satisfying ¢g(0) = 0.
(iii) There exist k € [0,1) and K € [0, 00) such that

lg(r)| < ELf°(r)[+ K Vre D(f). (2.2)

Here we collect some fundamental properties concerning maximal monotone operators
and subdifferential operators (see Brézis [2] and Barbu [1]). Let H be a real Hilbert
space with inner product (-,-)y = (+,-) and norm || - ||g. Let A: H — 2# be a maximal
monotone operator. The minimal section A°z of Az is the unique element of Az satisfying
||A°z|| g = inf{||y||m;y € Az} for all x € D(A) = {z; Az # 0}. The resolvent J;! and the
Yosida approximation Ay of A are defined by

1
J =T+ XA and Ay = T - JH YA>0 (2.3)

respectively. Then A, is monotone and Lipschitz continuous and we have

Jiz — zas A = 0 forall z € H,
Ay(x) € A(J{!z) for all x € H.

Recall that the graph of any maximal monotone operator is demiclosed, i.e., is closed in
H x H,,, where H, denotes H endowed with the weak topology.

Let ®(H) be the set of all lower semicontinuous convex functions ¢ : H — (—00, +0]
such that its effective domain D(yp) defined by

D(g) = {x € H;pla) < o0} (2.4)
is nonempty. For each ¢ € ®(H), the subdifferential operator dy of ¢ is defined by
dp(x) :=={g € Hyp(w) —p(z) 2 (9w —x)g Vw € H}. (2.5)
Then d¢ becomes a (possibly multivalued) maximal monotone operator with domain

D(9yp) :={x € H;dp(x) # 0} C D(yp). (2.6)
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The Moreau—Yosida regularization ¢, of ¢ € ®(H) is given by
: 1 2
paz) = mt{p(y) + Sy lle —yllmy € H}- (2.7)
Then ¢, becomes a convex Fréchet differentiable, so ¢y € ®(H) and it holds that

1
paz) = oy lle = Tl + ()

= 2@ @I + o(72)
< (),
(pr) = (Op)a.

Now we introduce realizations F/(-) and F(-) of f in L*(Q) and H = L2(0,T; L2(2))
respectively by

ﬂw:{lﬁwmwx it f(u()) € 1(9), .

+ 00 otherwise,

Flu) = /O F(u(s))ds  if F(u(-)) € L'(0,T; L*()), (2.9
+ 00 otherwise.

Then F € ®(L*(Q)) and F € ®(H), furthermore we have

&

—~

£
I

AW = [ A,
OF\(u)(t, z) = (af),\(u(t,x)) = filu(t,z)) ae. (t,x) € (0,T) x Q.

For the case where g is a maximal monotone graph in R x R, the above properties hold
true with I and F' replaced by G and G defined by (2.8) and (2.9) with f and F' replaced
by ¢ and G respectively. If f and g satisfy (Ap-I), then by (2.1) we easily get

A

IA

G(u) < kF(u) + Klu|p) Yu € D(F) Vu >0, (2.10)

0< éu(“) k
u < k(fo(u),u)s + Klulpi@ Yu € DOF) Yu >0, (2.11)

0 < (gu(w), u)2 < (go(u), u)2

where go(u) and fo(u) are arbitrary sections of g(u) and f(u) respectively.
In this paper, we are concerned with solutions of (P) in the following sense.
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Definition 2.1. We say u € C([0,T]; L*(Q)) is a solution of (P) if and only if there exist
sections fo(t,z) € f(u(t,z)) and go(t,z) € g(u(t,z)) such that

YOwu(t, x) = Av(t, x) a.e. (t,z) € (0,T) x £,
v(t,x) = folt,z) — go(t,x) — aAu(t,x) + Bowu(t,z) — h(t,z)  ae. (t,z) € (0,T) x Q,
u(t, z)|i=o = uo(x) a.e. T € ).

(2.12)

Here for the case where g(-) is single valued such as in (Ag-II), go(t,z) coincides with
g(u(t, z)).

Then our first main result is stated as follows.

Theorem 2.2. (Existence) Assume that (Ap-T) or (Ap-I1) is satisfied. Let ug € Hy(Q2) N
D(F) and h € L*(0,T; L*(2)), then there exists a solution u of (P) satisfying

we C([0,T]; Hy(2)) N WH2(0, T; L*(Q)) N L*(0, T; H*(Q)),
fo, 90 € L*(0, T L*(92)), (2.13)
v e L0, T; HA(Q) N HY(Q)),
where fo, go and v are functions appearing in (2.12).
Furthermore we can derive a result of smoothing effect, more precisely, (P) admits a

L2

~—L*(Q) .
solution when ug belongs to Hp := D(F) , the closure of D(F') in L*(Q).

Theorem 2.3. (Smoothing effect) Assume that (Ap-1) or (Ap-11) is satisfied. Further-
more assume that there exist possitive constants Cy and 6 € (0,1) such that

)] < Co(f(r)'~° + 1) r e D(f). (Af)
Let ug € Hr and h € L*(0,T; L*(Q)), then there exists a solution of (P) satisfying
ue C([0,T): L*(Q),
VEAu(t), Vtdu(t), Vi fo(u(t)), Vige(ult)) € L*(0, T; L*(Q)), (2.14)
Viu(t) € L*(0,T; H*(Q) N HL(Y).
where fo, go and v are functions appearing in (2.12).

Here we remark that Hr = L*(Q) if D(f) = R.

The uniqueness of the solution for the problem (P) holds when the perturbation term
g is globally Lipschitz continuous function. The uniqueness of the solution is discussed in
appendix A.

We give some remarks on conditions imposed on the nonlinear terms.

Remark 2.4. Specific examples for the maximal monotone functions f(u) satistying (Aep-
I)-(i) or (Ap-1I)-(i) are given by the followings:

o f(u) =ClulP™u, C >0, 2 < p < oo, which satisfies (Af);
e f(u) =e"—1, which does not satisfy (Af);
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e Heaviside function, that is,

0 if u <0,
flu)=1<1[0,1] ifu=0, (2.15)
1 if u >0,

which satisfies (A f);

o f(u)=In(1%%), which is the subdifferential of a logarithmic potential flu).

2.16
+ 00 otherwise, ( )

) {(1+u)ln(1+u)—|—(1—u)ln(l—u) if ue (—1,1),
It does not satisfy (Af) and D(f) = (—1,1) C R;

o f(u) = 0l_11)(u) which is the subdifferential of the indicator function Ij_y j(u)

given by
0 if uel[-1,1],
I = 2.17
-1 (w) { + oo otherwise. ( )

It does not satisfy (Af) and D(f) = [-1,1] C R.

Remark 2.5. Specific examples of the nonlinear terms ¢(u) satisfying (A¢-I) or (Ap-1I)
are given by the following:

o o(u) = Chlulf?u — Colu|T2u, C1,Cy>0,2<q<p< oo,

o plu) = (e — 1) — Luel,

o p(u) =In(:) — Colult™?u, C5>0,2< g < 0.

o p(u) = |ulP?u(e +sinu), p > 2, ¢ > 0. For this case, we can take f(u) = (1 +

e)|lulP~?u and g(u) = |ulP?u(sinu — 1).

3 Proof of Theorem 2.2

First we assume (Ap-I) and prepare some Lemmas for the L?(Q)-inner product between
w and v; and fo(u) € f(u) and —Auw.

Lemma 3.1. (L*inner product between u and v) Let t € (0,T] and assume that u(t) €
L*(Q) and v(t) € H(Q) satisfy the equation yOuu(t) = Av(t) in H= (). Then we obtain

(), u®))e = — 2 L. (3.1)

(0(8),ult))s =< v(E), ult) >p1 - (3.2)
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Recall that —A is a bijection and the duality mapping from H}(Q2) to H'(Q). If A
denotes the inverse of —A, v(t) = —yAdyu(t) holds. Then from the definition of the
duality mapping, we get
H& < U(t),U(t) >g-1 = _’YH& < A@tu(t),u(t) >pg-1
= —(Opu(t), u(t)) g
vd

= 5 lu(®)f. (3.3)

]

Lemma 3.2. (L*inner product between f(u) and —Au) If f satisfies (Ap-I)-(i) or (Ae-
I0)-(i), the following relation holds for any u € H*(2) N HY () and fo(u) € OF (u).

(fo(u), —Au) > 0. (3.4)

Proof. From Proposition 2.17 and Theorem 4.4 in [2], —A + dF becomes a maximal
monotone operator and if we define

1 . , .
) §]Vu|?L2(Q))N + F(u) if u e Hy(Q)N D(F),

Hlu) == (3.5)

+ 00 otherwise,

thAenngﬁ € ®(L3(Q)) and —A+IF = 8¢. For any fo := fo(u) € OF (u), put z := —Au+fy €
0¢(u). Then we get
|23 = [ = Auly + [ folz + 2(=Au, fo)a. (3.6)

Since u > —Au + OF)(u) is maximal monotone in L2(2), there exists uy € D(—A)
satisfying the following equation:

uy — Auy, + 8]3,\(11,\) =u+ z. (3.7)

Here F) is the Yosida regularization of F' with A > 0. Multiplying (3.7) by u, and using
the Schwarz inequality and the Young inequality, we obtain

[ual3 + [Vual3 + (@3 (un), us)s < fualou + 21,
<l + 123 + 5ol (33)
which gives
%\UA@ + Vusl3 + (0F)(wr),wn)s < Jul3 + |2[5. (3.9)
From (3.7), we also obtain

lu+ 2 — up)? = (—Auy 4+ OF)(un), —Auy + OF)\(uy))2
= | — Aup|Z + [0FA(un) |3 + 2(—Auy, OF)(uy))a

= Ausl2+ |aFA(uA)y§+2/(@FA>'(UA>|WAM. (3.10)
Q
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Since §F) is monotone and Lipschitz continuous, the last term of the right-hand side of
(3.10) is non-negative. Hence, using Schwarz’s and Young’s inequalities and (3.9), we
obtain

| = Auply +10FA ()3 < Ju+ 2 = ualy < 8(Jul3 + |213). (3.11)
Next taking the difference between (3.7) with A > 0 and (3.7) with A = p > 0, and
multiplying uy — u,, we have
0= ((ur —up) = Alux —uy) + (OF\(un) — 6FM(uu)),u/\ — Up)2
= Jun = wul3 + [V (un — w3 + (aﬁ/\(u/\) - aﬁu(uu)ﬂh\ — Up)2. (3.12)

Using Komura’s trick, we get

lux — uu’g + |V (uy — Uu)g = _(aF/\(UA) - 8FM(“M)>UA - uu)2
< 2(A 4 ) (JOFN(un)]3 + [0F,(u,)]3). (3.13)

Therefore by (3.11), (uy), forms a Cauchy sequence in H}(Q) and there exists a subse-
quence (uy, )x satisfying

uy, — U strongly in Hy(€),
Auy, — At weakly in L*(9),
dFy, (uy,) — f € OF () weakly in L*(Q),

as A, — 0. From (3.7), we derive

i—Ai+f=u+z
=u— Au+ fo. (3.14)

Then multiplying the difference between the left-hand side and the right-hand side of
(3.14) by u — u, we have

[u—al3 + |V (u— D)3+ (fo = fru—1a)2 =0, (3.15)

whence follows u = @ and (3.14) implies fo = f. Hence, letting A = Ay — 0 in (3.11), we
obtain
[ = Auf; + [fol3 < |25 (3.16)

Then (3.6) and (3.16) imply (3.4). O

3.1 Approximation of the problem

In this subsection, we introduce the following approximate problems (P), , for (P).
YOu(t) = Av(?), ()
v(t) = fa(u(t)) = gu(u(t)) — alu(t) + Bowu(t) = h(t),  (+)a, (P)

U\tzo = Uo,
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where fy(-) and g,(-) are Yosida approximations of f(-) and g(-) with A, iz > 0 respectively.
In order to show the solvability of (P),,, we reduce (P),, to an abstract evolution
equation in H = L?(2). To this end, we put

o
— Agul? + B |VAgul?) de  if ue D) = HX (),
s 35 | (sl 4319 4507) W=mo,
+ 00 if ue L*(Q)\H; (),
Here 8’ = B/~ and Ag denotes the Yosida approximation of A = —A with domain

D(A) = H*(Q) N H}(Q), ie., Ay = (I = Jg5) /B = A(JS), Jg = (I + FA)~". Then we
easily find that

« /
Plut @) = vlw) = —{(Agw, Agd)s + F(Adgu, Agg)a} + O(llgl[z)
a
=3 {(Apru, Ay d)s + (Adgu, 9)2 — (Adgu, J5)2} + O(16]17)
a
= ;(AAﬁfu,cb)z +0(9ll7n) Vo € Hy (). (3.18)
Hence we conclude that
o (u) = %AAﬁ/u - %Aﬂ/Au Yu € D(9) = D(A). (3.19)
On the other hand, by (x),, and (xx), ,, we get
YOu = —A(fa(u) — gu(u) + aAu + BOu — h),
v ([ + §A> ou = —A(fr(u) — gu(u) + vAu — h),
Hence we have
1
Oru = ;Jé‘, [—A(fr(u) — gu(uw)) — aA®u + Ah]
o} 1 1
= ——AgAu— —Ag (fr(u) — gu(u)) + —Agh. (3.20)
v g v
Here we put
1 - A 1
Then (P),,, is reduced to the following abstract evolution equation (E) in H = L*(9).

{%u@ + 90 (u(t)) + Blu(t)) = H(t),
u(0) = wo.

(E)

Therefore, since B is Lipschitz continuous from L?(Q) into L?(Q) and H(t) € L?(0,T; L*(QQ))
for any h € L?(0,T; L*(Q)), the standard result (see, e.g., Brézis [2]) assures that for any
ug € D(v) = H} (), (E) admits a unique global solution u(t) € C([0,T]; H}(£2)) satisfy-
ing

d

—rult), du(u(t)) € L*(0,T; LX()). (3.22)
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3.2 A priori estimates independent of the parameter A

For the time being, we fix g > 0 and denote w and v in (%), and (¥%),, by u, and
vy respectively. In what follows, C' denotes a general constant independent of \.

Lemma 3.3. There exists a constant C' independent of A such that

ur(t)2 + / g (un(s))2ds < ©

for any t € (0,T].
Proof. Multiplying (%), , by ux(s) (s € (0,T)), we get

(0a(5), ur(s))2 = (Sa(ua(s)), ur(s))2 = (gu(ur(s)), ur(s))s

+alVu@B+ 5 ()R - (6w (32)
From Lemma 3.1, it follows that
(Fen(s)), ur())2 + ol Ver()E + 5 fur()E + 2 fn(s)
= (gu(ur(s)), ur(s))2 + (h(s), ua(s))e- (3.24)

Since g, is Lipschitz continuous with Lipschitz constant L, from Schwarz’s and Young’s
inequalities, we have

(r(s)), ual5))s + 0] Vua (5) 3 + §di|u ()B4 3 ur()l
<GB+ (Lot ) @B G2)

Then integrating this with respect to s over (0,t) (¢ € (0,77]), we obtain

B

[ ) usads +a [ (Fustlds + Flusf + Jlus(o)-

1 t
§1u0|2 ]u0|H e /\h V3ds + (L +2>/0 lux(s)|3ds

+ (LH + 5) /0 [ux(s)[3ds. (3.26)

From Gronwall’s lemma, we obtain the following estimates:

/0 (f,\(uA(s)),uA(s))gds+a/0 Vus(s)ds + Sl B + L@ <€ (3.27)

t t
/0 g (ua(s)) [2ds < L2 / fur(s) 3ds

<C. (3.28)

Therefore we also get
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Lemma 3.4. There exists a constant C independent of A such that

t t t t
(Vuy(t)]3 +/ |05ux(s)|5ds +/ |Vus(s)|5ds +/ lua(s)|5ds +/ |Avy(s)|3ds < C.
0 0 0 0
for any t € (0,T7].
Proof. Multiplying (xx), by Osux(s) (s € (0,T)), we get

(03(5), By ()2 = (Fa(5)). Byua ()2 = (gula(5)). Byur(5))
2 01Gur () + 10ha(5) — (h(s), Bur(s)):

_ dis Er(ur(5)) — (gu(un(s)), Bstin(s))2
F 2T + A0 — (h(s). dan()a (329)

From (%), ,, we have

(0a(5), Butia(8))2 = (1 (5), %Avmsm
1 2
= Vo)
Then we obtain
B + 5 LV + B0 + 2 [Tea(s)
= (u(ur(), () + (h(s), Buun(s)a. (3.30)

Integrating (3.30) on [0,t] (¢ € (0,T1]), from Schwarz’s and Young’s inequalities, we get

. t 1 t
Bur(®) + §IVu0F + 8 [ an)ds + = [ 1Vo(o)lds
0 0
t

= Fuun) + 5 1Val} + [ (gu(0r(9),ear(6))ads + [ (1(s). ta(5))ads

R a 10 t 1 t 0 /8 t
< Flug) + X[Vl + / g (un(5))[2ds + = / Ih(s)2ds + 2 / Buun(s)2ds.
2 B 0 ﬁ 0 2 0
(3.31)

Since we already obtain the estimate of g, (ux(-)) in Lemma 3.3, we get

N t 1 t
0 0

Hence, we derive the following a priori estimates from the Poincaré inequality and (), ,:

t t
/ |U,\(s)|gds < C/ |VU>\(S)|§d8

0 0
<C (3.33)
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t t
[ 1aukds <47 [ ous(s)Bds

0 0
<C (3.34)

Lemma 3.5. There exists a constant C' independent of A such that

/0 Fa(ua(s))2ds + / | Auy(s) 2ds < C

for any t € (0,T7].
Proof. From (%), ,, we have fy(ux(s)) — aAuy(s) = va(s) + gu(ur(s)) — BOsur(s) — h(s)

for s € (0,7). By virtue of Lemmas 3.3 and 3.4, the right-hand side of the above equation
is bounded in L?(0,t; L*(Q2)). Hence we get

/0 | fa(ua(s)) — alAuy(s)|3ds

- / [ (ua(s)[2ds — 20 / (f(ur(s)), Auia(s))ds + 02 / | Auiy(s) [2ds
<C. (3.35)

Here noting that

/0 (fa(ux(s)), Aux(s))ads = —/0 /Qf£(u,\(s))|Vu,\(s)|2d:1:ds <0, (3.36)

we obtain . t
/0 | fa(ua(s))|3ds + a2/0 |Auy(s)|2ds < C. (3.37)
]

3.3 Passage to the limit as A\ — 0

In this subsection, by letting A — 0 in (P), ,, we show that (P) with g(-) replaced by
g,(+) admits a solution w, in the following sense.

Lemma 3.6. For uy € HL(Q) N D(F) and h € L2(0,T; L2(Q)), there exists u, satisfying
the following:

1. There is a section fo,(u,) € OF(u,) and u, satisfying the following reqularities:
uy € C(0,T]; L)) 1 H'(0, T L(Q)) 1 LA(0, T H3(©) 0 HL (),

fO,u(uu>agu(uu) S L2<07T§ LQ(Q))a
v, € L*(0,T; H*(Q) N Hy(Q)).
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2. u, satisfies the equations in the following sense:

YO, = Avy in L*(0,T; L*(€2)), (*)
v, = fouluu) — gu(u,) — alu, + BOu, —h  in L*(0,T; L*(Q)). (%),

Proof. Since |ux(t)|giq) < C for any ¢t € (0,7] by Lemma 3.4, and the embedding
H}(Q2) < L?*(Q) is compact, the sequence (uy(t))y is relatively compact in L?(Q2). More-
over, since we have

ux(t) — ua(s)]2 <

¢
/ |0- ) (T)|2dT

T 3
<|t—sl|? (/ |aTuA<T>y§dT> (3.38)
0

for any ¢,s € [0,7] and Lemma 3.4 assures that 9,uy(7) is bounded in L?(0,T; L*(f2)),
the sequence (uy(t))y is equicontinuous in L?(£2). Hence by Ascoli’s theorem, there exists
a subsequence (uy, ), which strongly converges to u, in C([0,T]; L*(Q)), that is,

uy, — u, strongly in C([0,T]; L*(Q)) as k — oo (A, — 0). (3.39)
Let JOF = (I + AF)~! be the resolvent of OF, then we have
|JA85UAk - Uu’LQ(O,T;H(Q)) < ’Jffuxk - UAk’LQ(O,T;LQ(Q)) + [ux, — uu’LQ(O,T;LQ(Q))
< Ml g (ua) |z2 .29y + [wne — wplz20.1,22())-
Then by Lemma 3.5, we get
Jffu,\k — uy, strongly in L*(0,T; L*(Q)) as k — oo, (3.40)
Fa(un,) = fo weakly in L(0,T; L*(Q)) as k — oo. (3.41)
Since fy, (uy,) € OF (Jff uy, ), the demiclosedness of OF assures
fo=: fou(u,) € OF(u,). (3.42)

Since 0; and A are weakly closed, from a priori estimates of dyuy, Auy, vy and Awvy in
Lemma 3.4 and 3.5, we easily see

Auy, — Au, weakly in L*(0,T; L*()), (3.43)
dyuy, — Opu, weakly in L*(0,T; L*(Q)), (3.44)

vy, — v, weakly in L*(0,T; L*(Q)), (3.45)
Avy, — Av, weakly in L*(0,T; L*(Q2)), (3.46)

as k — oo. Since g, is Lipschitz continuous, from a priori estimate of g,(u,) in Lemma
3.5, we get

gu(ur,) = gu(u,) strongly in L*(0,T; L*(2)) as k — oo. (3.47)

Thus it is shown that (u,,v,) satisfies (x), and (sx),,. O
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Since fOT |V, (t)|3dt, fOT |Auy,(t)]3dt and fOT |0yu,, (t)|3dt are bounded because of the
lower semicontinuity of norm with respect to the weak convergence, we get

[l
0

E|Vuu(t)|g dt = 2/0 |(Opu,, (1), A, (t))2] dt

<2 " Oy 0) et / g (1) e
<c 0 (3.48)
Hence |Vu,(t)[3 is absolutely continuous on [0, 7] and we get
[V, (0)]3 = [Vuol3. (3.49)

Also, since fOT F(uu(t))dt, fOT | fo,u(u,(t))[3dt and fOT |0pu, (t)]3dt are bounded,
T
J

That is, F'(u,(t)) is absolutely continuous on [0,7]. Then we obtain

%F(uu(t))’ dt = /0 |Gru(t), fou(u(t)))2] dt

<C. (3.50)

F(u,(0)) = F(up). (3.51)

3.4 A priori estimates independent of the parameter u

In this subsection, we establish some a priori estimates for u, and v, independent of
i. In what follows, C’ denotes a general constant independent of .

Lemma 3.7. There ezists a constant C" independent of p such that
un(t)z < €7
for any t € (0,T7].

Proof. Multiplying (xx), by u,(s), we get by the same argument in the proof of Lemma
3.3 (see (3.24)),

(fou(uu(8))s wu(s)2 — (gu(uu(s)), uu(s))2

Va9t S B+ L u(s) s = (A(s) () (352)

From (2.11), Schwarz’s and Young’s inequalities, we get

d d
(1= E)(fou(uu(s)), uu(s))2 + a|VUu(S)|§ + §£|uu(3)|§ + %Emu(s)ﬁ{—l
1 1
< TR+ Slun(s)E + Kl
1 K29
< T+ M (3.53)



50
Then integrating this over s € [0,¢] (¢t € (0,77]), we have

(1=8) [ ol uDads +a [ [Fu(5)ds + Sl + Jlu 0

B 1 [T K2Q|T t
< Bluol+ Lpuolys + 2 [ o) + EUT [ cs)2as
2 2 2, 2 ;

t
§0’+/ |, (s)]5ds. (3.54)
0

From Gronwall’s lemma, we obtain

Lemma 3.8. There exists a constant C' independent of p such that

t t t t
IV (6)3 + / Oyt (s) 2ds + / Vo, (s)[2ds + / oy (5) [3ds + / Ay ()Bds < C.
0 0 0 0

for any t € (0,T].
Proof. Multiplying (xx), by Osu,(s) (s € (0,T)), we get (see (3.29))

(00), Dot ()2 = - P (5)) = - Culu(5)) + 5 - [V ()
+ 81020 (5) — (h(5), Dt () (3.56)

From (x),, we obtain

d - d - d 1
5 E () = G (9)) + 5 IVl + D ) + V()]

ds
= (h(s), Osuu(s))2.  (3.57)

Then integrating this on (0,t) (¢t € (0,77]), using Schwarz’s and Young’s inequalities, we
get

A N Q t 1 t
Fuplt) = Gulun(0) + SV 0B +5 [ oun(s)lids + = [ 1Vau(s)lds
0 Y Jo
. A o 2 1 [ 2 B[ 2
< F(ug) — Gp(ug) + §|Vu0|2 + 25 |h(s)|5ds + = 05, (s)|3ds. (3.58)
B Jo 2 )y
From (2.10) and G, (u,(t)) > 0, we have

R t 1 t
(1= B, (0) + 519008 + 5 [ 10y ds+ = [ 190, 05)as

A « 1 t
< Fuo) + 5Vl + 55 [ )ds + Klun(®luo (3.50)
0
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Noting that we can also obtain the L'-estimate of u,(t) from Lemma 3.7, we get

R t 1 t
(1= B (0) + 5190 0E + 5 [ s+ [ [Volbds < oo

Hence from the Poincaré inequality and (x),, we also obtain the following estimates:

t
| sas < (3.61)
0
t
/ |Av,(s)|5ds < C'. (3.62)
0
O

Lemma 3.9. There exists a constant C" independent of p such that

/0 | fou(wu(s))l2ds +/O |9, (w(s))[3ds +/0 | A, (s)3ds < C".
for any t € (0, T]
Proof. Let k := 3%, From (), we have
l%fO,u(uu(s)) +(1 - /%>f0,u(u#(5)) — gu(uu(s)) — aluy(s) = vu(s) — BOsuu(s) + h(s)

for s € (0,T). Since Lemma 3.8 assures the L*(0, t; L?(€2))-boundedness of the right-hand
side of this identity, the left-hand side of this identity is bounded in L?(0,t; L?(Q)), i.e.,

we have
/ Fo(t(5))[2ds

2k / o (t(5))s (1 = F) fou(10(5)) — g (11u(5)) — vhus(s) ods

[ 10 = Bfoslua5) = g0 (a)) — 2y s)3ds < € (3.63)
In order to estimate the cross-term, we apply Lemma 3.2 to get

(fO,u(uu)7 (1- %)fO,u(uu) - gu(uu) - O‘Auu(5>>2

> (1- %)|f07u(uu)|g — (fouun); gu(up))2. (3.64)
Applying condition (Ap-I)-(iii) to the second term of the right-hand side, we have

o (1), 9 (1)) / o) 19, (1) |
- / Bl fon ()2 + K| fo ()]

1—k—k K29

2 _k|f0,u<uu)‘g - T!fo,u(uu)@ — 21— k- l%) (3.65)
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Then we obtain

(fou(u), (1 — l%)fO,u(uu) — gu(uy) — aluy(s)):
1—k—k K29
> T|fo,u(uu(3)>|§ T k-R)
1—k K2|Q
L ONE) (3.66)
Hence (3.63) with k& = 15 gives
1—Fk 2 t
S5 [ losdutoias < (367
Furthermore by (Ap-1)-(iii), we get
[ ot s < ¢ [ fuptun(o)ids + €
0 0
<. (3.68)

Thus in view of Lemma 3.8, (3.67) and (3.68), we can derive the following estimate for
Auy, from (sx),:

¢
a2/ |Au,(s)]3ds < C'. (3.69)
0

]

3.5 Passage to the limit as y — 0

In this subsection, we discuss the convergence of (u,), as p — 0. In subsection 3.4,
we obtained the same estimates as those given in subsection 3.2. So by virtue of these a
priori estimates, we can extract a subsequence {u} of {u} such that

u,, — u strongly in C([0,T]; L*(2)), (3.70)

Au,, — Au weakly in L*(0,T; L*(Q)), (3.71)

Oy, — Owu weakly in L*(0,T; L*(9)), (3.72)

OF (u,,) 3 fou(uu,) = fo(u) € OF (u) weakly in L*(0,T; L*(Q)), (3.73)
0G(J2%,,) 3 gy, (1) = go(u) € OG(u) weakly in L2(0, T; L*(2)), (3.74)
v, — v weakly in L*(0,T; L*(Q)), (3.75)

Av,, — Av weakly in L*(0,T; L*(Q)), (3.76)

as k — oo (p — 0), where v = fo(u) — go(u) — aAu + Bou — h.
Therefore we can easily see that the limit u gives a solution of (P), i.e., u satisfies the
following:
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1. There exist fo(u) € f(u) and go(u) € g(u), and u satisfying the following regularities:

(
u € C([0,T); L*(2)) N H' (0, T; L*(Q2)) N L*(0,T; H*(2) N Hy(2));
fo(u), go(u) € L*(0,T; L*()); (3.77)
v e L*0,T; H*(Q) N Hy(Q)).

2. wu satisfies the equations in the following sense:

yOu = Awv, in L2(0,T; L*(Q)), (%)
v = folu) — go(u) — alu + BOu — h, in L*(0,T;L*(Q)), (**) (3.78)
U‘t:[) = Up, in Lz(Q)

Since it is shown that F(u(t)) and |[Vu(t)|2 are absolutely continuous on [0,7] by the
same argument in subsection 3.3, the followings hold:

[Vu(0)[3 = [Vuol3, (3.79)
F(u(0)) = F(ug). (3.80)

Therefore u € C([0,T); H()) and the initial condition holds in H(Q) N D(F).

3.6 In the case of (Ap-II)

Proof. Here we give a proof of Theorem 2.2, when we assume (Ag-I1), We prove Theorem
2.2 by almost the same arguments as for the case (Ap-I). However we need a couple of
modifications. More precisely, §(u ) introduced for the case of (A¢-I) should be replaced by
the primitive function of g, i.e., g(u fo z)dz, and instead of Yosida approximation
g, of g, we introduce the followmg cut off functlon g, defined by

g(p™) if u>p,
gu(u) = § 9(u) if Jul <t (3.81)
g(=p7Y)  ifu<—ph
Since g is assumed to be locally Lipschitz continuous, g, becomes a globally Lipschitz

contmuous function with Lipschitz constant L,. We again define G fQ fo z)dzdx

and G, ( =[5, J5 9u(2)dzdz, then relations (2.10) and (2.11) also hold.

we can repeat exactly the same arguments as before except the verification for the
convergence of g,(u,) to g(u). In order to discuss the convergence of g, (u,,), we introduce
the following cut-off function yx,:

W if u>p,
Xp(uw) =< u if u| < pt, (3.82)
—put ifu< —pt
Then, since by (3.70) w,, (t,x) — u(t,z) a.e. (t,x) € (0,T) x £, we can easily get

X (U, (B, ) = u(t,z) ae. (t,x) € (0,T) x Qas k — oo (u — 0). (3.83)
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Here Egorov’s theorem assures that, for any € > 0, there exists a closed set A. C (0,7) x
Q =: @ such that |Q/A.| < e and x,, (u,,(t,z)) converges to u(t,z) uniformly in A..
From a priori estimate for fOT 9, (u,(t))]3dt in Lemma 3.9, g,,(u,) = g(x,(u,)) converges
weakly to some function g in L*(0,T; L?(f2)). Then for any test function p € C5°(Q), we
obtain

/0 (9(u) — g, p)adt
- /Q {g(ult,2)) — g (1 (¢, ))) ol
uy,, (t,x))) — gtpdrd
+/Q{9(XM( e (t, ) — gypdxdt
~ [ Hg(u(t.2) = 900 t.0)) Y
Q/Ac
+ [ {o(ut.2)) = 90 (t.2)) )t
Ae

n / (G (1, (£,2)) — g} el (3.84)
Q

Considering the first term of the right-hand side of (3.84), since g,,(u,) = g(x,(u,)) and
g(u) are bounded in L*(Q), we obtain

/ {g(u(t’ {E)) - g(Xﬂk (uuk (tv x)))}pdmdt
Q/Ae
< [ {latu(t. )]+ g0 (1.0 Do
Q/Ae

< Il /Q o0t Lo e 12

T T 3 .
< Iple@){/O Ig(lt)lich”r/0 Ig(xuk(uuk)ﬂ%dt} Q/A|2
< Cler. (3.85)

Since |xu, (uy, (t,2))] < C and |u(t,z)] < C on A, and g(-) is assumed to be locally
Lipschitz continuous, there exists a constant Lo such that

[ A9ttt = g0 )

< Ie / u(t, 2) — Xy (11 (1, 7)) | |t
—0as k — oco. (3.86)

From the weak convergence of g, (u,,) = 9(Xu, (¢, )), the third term of the right-hand
side of (3.84) converges to 0. Thus we conclude g = g(u) and

G (Upsy,) = 9(Xpuy, (s, )) = g(u) weakly in L*(0,T; L*(Q2)), (3.87)

which completes the proof. O]
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4 Proof of Theorem 2.3

2
For any ug € Hp = D(F)L (Q), we take an approximate sequence {ug,} C H(2) N
D(F) satisfying g, — uo strongly in L2(Q) and |ug,|s < 2|ugls. Let u, be the solutions
of (P) given in Theorem 2.2 for the initial data ug,, i.e., there exist sections fo,(u,) €
OF (uy), gon(u,) € 0G(u,), and u, satisfies the following equations:

YO, = Avy, (*)n
Un, = fon(tn) — gon(un) — alu, + B0, — h, (),

Unp, |t:0 = Upon-

Then we discuss below the convergence of wu,,.

4.1 A priori estimates independent of n

In this subsection, we establish the following a priori estimates for wu, independent
of n. In what follows, C” denotes a general constant independent of the approximation
parameter n.

Lemma 4.1. There ezists a constant C" independent of n such that

(1) + / Vit () 35 + / (oo (t1(5)), 11 (5))odls + / F(un(s))ds < C",
for any t € [0,T].

Proof. In parallel with (3.55), we now get

M)+ g O+ [ 190a(6) s (1) [ Gl 5)) 0 s))ads < €. (41

Since F(0) = 0 and fo,,(uy) € OF (uy), the definition of subdifferential yields

[ Fs)is < [ onlin(o). o)
<" (4.2)

Lemma 4.2. There exists a constant C" independent of n such that

t

t t t
tHVu, ()5 —|—/ 5|05t (8)|3ds +/ s|Von(s)[5ds —|—/ s|va(s)|5ds +/ s|Av,(s)|3ds < O,
0 0 0 0

for any t € [0,T].
Proof. Multiplying (x%),, by sOsu,(s) for s € (0,T], we have

d - d - as d 9
SEF(%(S)) - SgG(Un(SW + 7E|Vun(3)|2

+B5]B,un(s)[2 + §|an(s)\§ = s(h(s), Dstin(s))a. (4.3)
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Then integrating this on [0, ], using Schwarz’s and Young’s inequalities, we get
t t t
/0 sdi‘lsﬁ(un(s»ds —/0 S%é(un(sws + %/0 s%wun(s)\gds
t 1 t
+B/ 5|05, (s)|3ds + —/ s|Vu,(s)|5ds
0 7 Jo
t
= / s(h(s), Osun(s))ads
0

T t ﬁ t
< %/0 |h(s)|§ds+§/0 5|9utin(5) s,

(4.4)

Now we consider the first three terms of the left-hand side. By virtue of Lemma 4.1 and

(2.10), we have

¢ ¢ ¢
/ si Z (un(s))ds — / sié(un(s))ds + g/ Si|Vun(s)|gds
0 o ds 2 )y ds

> (1 — E)tF (un(t) — Ktlu, ()| 110y + %twun(t)lé
_ /0 Fun(5))ds — %/0 IV (s)[2ds
> (1 — k)tE (un(t)) + %twun(t)@ -

Then by (4.4), we obtain

R t 1 t
(1= RF (1)) + 5 V(1) + g/ 5|0t (5) s + ;/ o[ Vonm(s)2ds < "
0 0

Hence Poincaré’s inequality and (x),, yield
¢
/ s|vn(s)|3ds < C”,
0

t
/ s|Av,(s)|3ds < C”.
0

Lemma 4.3. There exists a constant C" independent of n such that

t t t
[ slfuntun(oDBds + [ slanatun(oDds+ | slu(s) s < €,
0 0 0

for any t € [0,T]

(4.5)

(4.6)

Proof. This estimate follows from much the same arguments as in the proof of Lemma

3.9.

]



4.2 Passage to the limit as n — oo

We now discuss the convergence of u,. We first consider the convergence in (0, 7.
Take any € € (0,7], then Lemma 4.2 assures that u, is bounded in C([e,T]; H}(Q))
and W12([e, T]; L*(2)). Hence by Ascoli’s theorem, there exists a subsequence (u,, )
converging to u strongly in C([e, T]; L*(2)), i.e.,

K/ k

Uy, — u strongly in C([e, T]; L*(2)) as k — oo (ng — o). (4.9)

Therefore u € C((0,T]; L*(2)). By virtue of estimates in Lemmas 4.1, 4.2 and 4.3, there
exists a subsequence of (u,, ), again denoted by (u,, ) such that

V1Ot (1) — Vtduu(t) weakly in L*(0,T; L*(Q)), (4.10)

VitAu,, (t) — VtAu(t) weakly in L*(0,T; L*(Q)), (4.11)

Vit fomy, (tny, (£)) = Vi fo(u(t)) weakly in L*(0, T; L*(92)), (4.12)

Vg0 (tn (1) — Vigo(u(t)) weakly in L2(0, T3 L*(2)), (4.13)

Vivg, (t) = Viu(t) weakly in L2(0,T; L*(RQ)), (4.14)

VA, (1) — ViAu(t) weakly in L2(0,T; L*(Q)), (4.15)

as k — oo, where v = fy(u) — go(u) — aAu+ BOu—h, fo(u) € OF (u), and go(u) € OG(u).

Hence the limit u satisfies the following equations:

{'yﬁtu(t,w) = Av(t, z), (+) (4.16)

v(t, ) = folu(t,x)) — go(u(t,x)) — aAu(t,z) + Bowu(t, ) — h(t,x), (%)
for a.e. (t,z) € (0,T) x Q.
To complete the proof, it suffices to check u(t) — ug strongly in L*(Q2) as t — 0. We

first check u(t) — ug weakly in L?(Q) as t — 0. To this end, we test (xx*),, by ¥ € C5°(2)
to get

L Blun5). )2 + 1w (5). 01}
= (= fon(un(5)) + gom(un(s)), ¥)2 + a(Aun(s), ¥)2 + (h(s), )2, (4.17)
for a.e. s € (0,7). Integrating (4.17) on (0,t) with ¢ € (0,7, we obtain
ﬁ(un(t> — Uon, w)2 + ’Y(un(t) — Uon, zﬂ)H—l

- / (— fom(ttn) + Gou(ttn)s )ads + a / (A, t)adds + / (h¥)ods.  (4.18)

By (Ap-1)-(iii), we obtain

/ (= fom(tn) + Gom(ttn), )adds| < / / (om(um) 0] + KL () 6] + K| deds
0 0 Q

<(1+h) / / o ()| []dzds + K|yt (4.19)
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Here by virtue of (Af) and Lemma 4.1, we have

//|f0nun8$ |d$d5<//00 (un(s,x)) 16+1)dxds

0

<G (/0 /Qf(un(s,:z:))dxds>l_ (120)° + ColQt

< CoC"|Q1°t + Co|Qt. (4.20)

As for the second term of the right-hand side of (4.18), we get by Lemma 4.1

¢ 3 )
<o (/ \Vun(s)lgds> |Vp|ot2
0

< aC"3|Vlyt2. (4.21)

o [ (S0

Furthermore we have

/o(h( s),¥)2ds| < [Y]a|hlr207.120 ))t% (4.22)

Thus, in view of (4.19), (4.20), (4.21) and (4.22), letting n — oo in (4.18), we find that
there exists a constant C depending on k, Cy, C”, ||, d, o, |Vo|s, |¥|2 and |h| 200, 7:22(0))
such that

|B(u(t) = o, ¥)2 +Y(u(t) = uo, ) 1| = [(u(t) — uo, (B + yA))s]
<O+t +1), Ve CEQ). (4.23)

Hence u(t) — ug in 2'(2) as t — oco. Since |u(t)]|s is bounded, we easily find that u(t) con-
verges to ug weakly in L?(Q) and strongly in H*(£2). Therefore we have lim inf,_,q |u(t)]2 >
luple and limy o |u(t)| -1 = |ug|g-1. In order to show the strong continuity of u(t) in
L?*(Q) at t = 40, we have only to check |ugly > limsup,_,q |u(t)]|s. Multiplying (s*),, by
un(t), we get by Lemma 4.1

d [~ 2 B 2
A By + (o)

= (= Jon(un(s)) + gon(un(s)) + alun(s) + h(s), un(s))2
—(1 = &) (fon(ua(s)), un(s))2 — a|Vun(s)[3
|

+ [h(s)]2|un(s)l2 + Klun(s)| L1
<" (|h(3)y2 + K|Q|%) . (4.24)
Integrating this over (0,¢) and letting n — oo, we get
Y gl B B
210y — 2ol + 5 u(t) B — ol
[oZ <|h]L2(0’T;L2(Q))t% + K|Q|%t) . (4.25)

Hence we obtain limsup,_,q |u(t)]3 < |uol3. O
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Appendix

A. Uniqueness

In addition to (Ap-1)-(i) or (Ap-11)-(i), assume the following condition (A1), then the
uniqueness of the solution for (P) holds true.

(A1) The perturbation term g is a globally Lipschitz continuous in R with its Lipschitz
constant K.

Theorem A.1l. (Uniqueness) Let o, 5 and v > 0. Assume (Ap-1)-(i), and (Al). Let
ug € L*(Q) and h € L*(0,T; L*(Q2)), then (P) admits a unique solution satisfying (2.14).

Remark A.2. If we assume (Ap-11) and D(f) C [a,b] (w00 < a < b < o0), then the
solution of (P) is unique.

Proof of Theorem A.1. Let u; (i = 1,2) be solutions of (P) for initial values uo; € L*(Q)
and h; € L*(0,T;L*(Q)) (i = 1,2) satisfying (2.14). That is, u; (i = 1,2) satisfy the
following equations:

yOru; = Av; in L*(0,T; L*(Q)), (%)
v; = foi(w;) — g(u;) — alAu; + fOu; — h;  in LQ(O,T; L2(Q)), (xx);
Ugli—0 = Uos, in LZ(Q)-

Multiplying (k%);— ()2 by w(s) := uy(s) — ua(s), we get, by Lemma 3.1,

L () + 5 () + alTu(s) B+ (foalea(s)) — faalua(s)), w(s))s
= (9(u1(5)) ~ glua(s)), w(s))s + ((s) — (), w(s))s (a.1)
Then by using (A1) and the monotonicity of f, we obtain
Ja 0o G + alTu( < (Kit 3 ) W) + 5lmn(s) = ha(o)

(a.2)
The integration of this over [0,t] (¢t € (0,71]) yields

) + )

1 t I
< Dhualest Gl (Kt 3 ) [ o@Bds 5 [ = afias. @)
0 0

where wq := up; — uge. Hence by Gronwall’s lemma, we have

I 2 (g, 11
2oy + G108 < { Dhoollos+ Slunl+ 5 [ hu(6) = ha(o)as f 3004
0

2 2
(a.4)

Then ug; = gy and hy = hy imply uy(t) = uy(t) in L?(Q).
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As for the existence of solution u satisfying (2.14), we can repeat the proof of Theorem
2.3 up to (4.16). The verification for the fact that u(t) — ug strongly in L*(Q) as t — 0,
can be done much easier than in the proof of Theorem 2.3. In fact, applying the above
arguments with v, and us replaced by u, and w,,, we obtain

s
2
< {%”Uon — Uom| -1 + §|u0n — u0m\§} erEta)t e 0,T7. (a.5)

2 un(8) = (1) -1 + 5 () = wn (1)

Hence {u,(t)}, forms a Cauchy sequence and we find that sup;cio 7y [tun(t) — u(t)la — 0
as n — 00. Therefore for any 1 > 0, there exists N € N such that

sup |u,(t) — u(t)|2 + |uon — ugla <n  Vn > N. (a.6)
te[0,7)

Hence we obtain

[u(t) — uolz < |u(t) —un(t)|2 + [un(t) — von|2 + |uon — uol2
<0+ Jun(t) — uonla- (a.7)

Then letting ¢ — 0 in (a.7), we get

lim sup |u(t) — uglz < 7, (a.8)
t—0
whence follows limy_,q |u(t) — ugle = 0. O

B. Neumann boundary value problem

We can prove the existence of the solutions to the following Neumann boundary value
problem by arguments similar to those for the Dirichlet boundary value problem.

(~ou = Av, (t,x) € (0,T) x Q, (%)

v = fo(u) — go(u) — alAu + oy — h, (t,z) € (0, T) x Q, (%)

fo(u) € f(u), go(u) € g(u), (t,z) € (0,T) x €, (NBVP)
dyu = d,v =0, (t,z) € (0,T) x 09,

\u|t:0 = wuy, x €€,

where 0, represents the outward normal derivative on 0f).
Theorem B.1. We assume condition (Ap-1) or (Ae-11), and the following (A2).
(A2) There exists Ky € (0,00) satisfying,

1@l < Ks(F(u) + 1) Vu € D(F),

where ||| f(u)||]1 := sup{|b|p1(q; b € OF (u)}.
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Let uy € HI(Q)HD(F) and h € L*(0,T; L*(Q)), then there exists a solution u of (NBVP)
satisfying

ue C([0,T); H'(Q) N W2(0,T; L*(Q)) N L*(0,T; HX (),

angO € L2(07T7L2(Q))7

v € L*(0,T; Hy (),
where H%(Q) := {z € H*(Q);0,2 = 0 on 00}.

Remark B.2. Under the Neumann boundary condition, the following conservation law

holds.
/Qu(t)da::/guodx. (b.1)

This law can be shown by integrating (x) on (.

We can carry out the proof almost the same way as in the proof of Theorem 2.2,
except the usage of Poincaré’s inequality such as in (3.61) and (4.7). Instead of it, we rely
on the Poincaré-Wirtinger inequality. From the second energy estimates, we obtain the
following estimates (cf. Lemma 3.8).

|Vu()|2+F /|8u |2ds+/ |[Vu(s |2ds+/ |Av(s |2ds<C (b.2)

Then from the conservation law (b.1), we also get the estimate of |u(t)|, for any ¢ € (0,7).
Furthermore from assumption (A2), we can derive an a priori bound for [, |fo(u(t))|dx.
Integrating (xx), from (%) and the boundary conditions, we obtain by (b.1)

/ dx_/fo dx—/ng(u(t))derﬁ/Qatu(t)dx—/Qh(t)dx
/ Folu(t))dz — / go(u(t))dz — /Q h(t)de. (b.3)

Hence by (b.2), we can get the estimate for fo Jo v(s)dzds. By virtue of the Poincaré-
Wirtinger inequality and the estimates of fo IV( )\st and fo J v(s)dxds, we obtain the

estimate of fot |v(s)|3ds. Then from the same arguments as in the proof of Lemma 3.9, we
can derive the following estimates.

/0 folu(s)2ds + / lgolu(s)) 2ds + / | Au(s)3ds < C. (b.4)

Thus the rest of the proof can be done as in the proof of Theorem 2.2.

Furthermore we can derive a result of smoothing effect under the Neumann boundary
—L*(Q)
condition, i.e., (NBVP) admits a solution when ug belongs to Hp := D(F)

Theorem B.3. Assume (Agp-1) or (Ag-11), (A2), and (Af). Let ug € Hp and h €
L*(0,T; L*(Q)), then there exists a solution of (NBVP) satisfying

u € C([0,T]; L*()),
VEAu(t), Vidu(t), Vifo(u(t)), Vigo(u(t)) € L*(0, T; L*()),
Viu(t) € L*0,T; H3()),

where fo, go and v are functions appearing in (NBVP).
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We can prove the existence of the solutions of the following auxiliary problem with
relaxation term nv for ug € H'(Q) N D(F) and h € L*(0,T; L*(9)), by modifying the
proof of Theorem B.1 slightly:

(VO = Av — o, (t,x) € (0,T) x €,
v = fo(u) — go(u) — aAu+ ou—h, (t,z) € (0,T) x Q,
fO(u) S f(u%go(u) € g(“)? (tam) € (O7T> X Qa (ANBVP)
dyu=0,0=0 (t,x) € (0,T) x 09,

\u|t:0 = g x € Q.

Noting that (—A+nl)~! is a bijection and the duality mapping from (H*(Q2))* to H'(Q),
we get the following relation same as in Lemma 3.1:

v d
£, ut))y = —~—
CORTON R
Then we can establish a priori estimates independent of 1 by using the Poincaré-Wirtinger
inequality instead of the Poincaré inequality. The rest of the proof can be carried out

almost the same way as in the proof of Theorem 2.3.
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