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Abstract. We focus on real experiments related to the Soret effect reported by
Shimada-Sakai-Yamamoto-Watanabe [6] in which they arranged heat sources in a domain
with complex structure to make temperature gradients. Our aims of this paper are to
construct a mathematical model for their experiments and provide numerical solutions of
the model by the finite volume method (FVM). Here, we note that a usual approximation
way does not work well because of the complexity of the domain. Then, we have proposed
a new approximation method in order to deal with the domain and discuss existence of
weak solutions of the model and its approximation for numerical calculations.
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1 Introduction

As mentioned in Shimada-Sakai-Yamamoto-Watanabe [6], recently, local heating tech-
niques are applied to several fields, for instance, medical therapy for tumor and molecular
transport for DNA polymers in [5]. For development of the techniques, they focused on
plasmon resonance and achieved to observed a temperature gradient by lighting nanometal
(silver) particles arranged in a domain as shown in Figure 1.1. Moreover, due to private
communications with Sakai and Shimada, Soret effects by plasmon resonance were ob-
served in a mixed liquid in their experiments. We note that the Soret effect is well-known
as a phenomenon on substance flow caused by temperature gradient in liquid. Thus, a
main issue of the present paper is how to deal with the Soret effect on the domain with
complex structure (Figure 1.1), numerically and theoretically.

Figure 1.1: Domain structure

In [6], they also considered the following initial boundary value problem for the heat
equation with boundary conditions and obtained numerical results: The problem is to
find the temperature field θ on a domain R2 × (0, zb) ⊂ R3 for a given positive constant
zb satisfying

Cθt = div (κ∇θ) + θ∗δ(z − zh)sp(x, y) in (0, T )× R2 × (0, zb),

θ(t, x, y, zb) = θa, θ(t, x, y, 0) = θb for (t, x, y) ∈ (0, T )× R2,

θ(0, x, y, z) = θ0(x, y, z) for (x, y, z) ∈ R2 × (0, zb),

where T > 0, C and κ denote the heat capacity and the conductivity, respectively, θ∗ is
a given constant, δ is the delta function, sp is a given periodic continuous function with
respect to x and y, and θa, θb and θ0 are given functions.

Thus, the diffusion of substance in the liquid was not considered in [6]. Therefore,
we have proposed a new mathematical model describing the Soret effect by heating small
metal (silver) particles in liquid. First, let Ω1,Ω2 ⊂ R2 be domains for liquid and metal
(silver) regions, respectively, Ω = Ω1 ∪ Ω2, Ω1 ∩ Ω2 = ∅ and Γ = ∂Ω1\∂Ω. In Figure 1.1
the black and white parts indicate liquid and metal regions, respectively. Here, in order
to avoid difficulties concerned with mathematical and numerical analysis we reduce the
dimension of the domain. Under consideration of the Soret and Dufour effects we have
derived the following initial boundary value problem. Unknown functions of the problem
are the temperature fields θ1 and θ2 in the liquid and metal regions, respectively, and the
concentration u of some substance in the liquid. Also, θ1, θ2 and u satisfy

C1θ1t = div(κ1∇θ1 + dθ1∇u) + s1(θ1) in Q1(T ) := (0, T )× Ω1, (1.1)
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C2θ2t = div(κ2∇θ2) + s2(θ2) in Q2(T ) := (0, T )× Ω2, (1.2)

ut = div(k∇u+ bu∇θ1) in Q1(T ), (1.3)

(κ1∇θ1 + dθ1∇u) · ν = 0 on S(T ) := (0, T )× ∂Ω, (1.4)

θ1 = θ2, (κ1∇θ1 + dθ1∇u) · ν1 + κ2∇θ2 · ν2 = 0 on S2(T ) := (0, T )× ∂Γ, (1.5)

(k∇u+ bu∇θ1) · ν1 = 0 on S2(T ), (1.6)

(k∇u+ bu∇θ1) · ν = 0 on S(T ), (1.7)

θi(0, ·) = θ0i on Ωi, i = 1, 2, (1.8)

u(0, ·) = u0 on Ω1, (1.9)

where ν, ν1 and ν2 are the outward unit normal vectors on ∂Ω, ∂Ω1\∂Ω and Γ, respectively,
C1, C2 > 0 are specific heats of mixed liquid, metals and κ1, κ2 > 0 are the thermal
conductivities of mixed liquid, metals, k > 0 is the diffusion coefficient, b and d are
the Soret and Dufour coefficients, respectively, and θ01, θ02 and u0 are initial functions.
Moreover, s1, s2 : R→ R are Lipschitz continuous functions corresponding to heat sources.
Example of si (i = 1, 2) is

si(θ) = −ai(θ − θsub) + qi,

where ai > 0 is a positive constant, θsub is the temperature of the bottom of the experi-
mental device, and qi is the known heat quantity obtained by lighting metals. As in (1.1),
we impose the Dufour effect in our system, namely, we suppose that the heat flux depends
on the substance flow in the liquid region. The other feature of the system is that we
consider the diffraction type of boundary conditions (1.5). This type of the boundary
conditions is sometimes called a transmission type and already studied well, for example,
see [2, 3].

When we try to get numerical solutions of the above system (1.1)–(1.9) by applica-
tion of the finite volume method (FVM), it is not easy to treat the diffraction type of
boundary conditions. More precisely, we must adopt extrapolation to approximate ∇u
on S2(T ), since u is not defined in Q2(T ). It is known that the extrapolation gives us a
bad approximation. In order to overcome this difficulty we introduce a dummy function
u2 of the concentration in Q2(T ) in the following way: For ε > 0 we consider

C1θ1t = div(κ1∇θ1 + dθ1∇u1) + s1(θ1) in Q1(T ), (1.10)

C2θ2t = div(κ2∇θ2 + ε∇u2) + s2(θ1) in Q2(T ), (1.11)

u1t = div(k∇u1 + bu1∇θ1) in Q1(T ), (1.12)

u2t = εdiv(∇u2) in Q2(T ), (1.13)

(κ1∇θ1 + dθ1∇u1) · ν = 0 on S(T ), (1.14)

θ1 = θ2, (κ1∇θ1 + dθ1∇u) · ν1 + (κ2∇θ2 + ε∇u2) · ν2 = 0 on S2(T ), (1.15)

(k∇u1 + bu1∇θ1) · ν1 + ε∇u2 = 0 on S2(T ), (1.16)

(k∇u1 + bu1∇θ1) · ν = 0 on S(T ), (1.17)

θi(0, ·) = θ0i and ui(0, ·) = u0i on Ωi, i = 1, 2, (1.18)

where u0i is a given initial function on Ωi for each i = 1, 2.
One of main results of this paper is to show that our approximation method seems to

be correct from numerical results (see Section 4).
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The other main results are concerned with existence of solutions to our systems (1.1)–
(1.9) and (1.10)–(1.18). Since we impose the Soret and Dufour effects, the cross diffusion
terms appear in these two systems and its mathematical treatments are not easy. Hence,
as a first step of theoretical parts in this research we suppose to neglect the Dufour effect.
Namely, we get:

Ciθit = div(κi∇θi) + si(θi) in Qi(T ), i = 1, 2, (1.19)

ut = div(k∇u+ bu∇θ1) in Q1(T ), (1.20)

κ1∇θ1 · ν = 0 on S(T ),

θ1 = θ2, κ1∇θ1 · ν1 + κ2∇θ2 · ν2 = 0 on S2(T ), (1.21)

(k∇u+ bu∇θ1) · ν1 = 0 on S2(T ), (1.22)

(k∇u+ bu∇θ1) · ν = 0 on S(T ), (1.23)

θi(0, ·) = θ0i on Ωi, i = 1, 2,

u(0, ·) = u0 on Ω1. (1.24)

Clearly, θ1 and θ2 are independent of u, namely, we can determine a pair of θ1 and θ2 as
a solution of the initial boundary value problem for a semilinear equation (1.19) with the
diffraction type of boundary condition (1.21). Hence, we assume that θ1 and θ2 are given
functions in Sections 2 and 3. Accordingly, we will consider the system (1.20), (1.21),
(1.22), (1.23) and (1.24).

From classical results on the diffraction problem, we note that we do not expect that
θ ∈ L2(0, T ;H2(Ω)), where θ = χ1θ1 + χ2θ2 and χi is the characteristic function of Ωi for
each i = 1, 2. Hence, ∇θ1 ∈ L∞(0, T ;L2(Ω1)2) is a reasonable assumption for θ1 from the
theory for the diffraction problem. Under this assumption, a mathematical treatment of
the term bu appearing in (1.20) is still so hard since it is unbounded that we approximate
this term by using a cut-off function σM for M > 0 and obtain the following problem

(P)M :


ut = div(k∇u+ σM(u)∇θ1) in Q1(T ),

(k∇u+ σM(u)∇θ1) · ν1 = 0 on S1(T ),

(k∇u+ σM(u)∇θ1) · ν = 0 on S(T ),

u(0, ·) = u0 on Ω1,

where

σM(u) =


bM for u > M,

bu for |u| ≤M,

−bM for u < −M.

From a physical point of view, the concentration u is a bounded function so that this
approximation is not restrictive.

Similarly, for each ε > 0 we can derive the following problem (P)M(ε) from (1.10)–
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(1.18):

(P)M(ε) :



uε1t = div(k∇uε1 + buε1∇θ1) in Q1(T ),

uε2t = εdiv∇uε2 in Q2(T ),

uε1 = uε2, (k∇uε1 + buε1∇θ1) · ν1 + ε∇uε2 · ν2 = 0 on S2(T ),

(k∇uε1 + buε1∇θ1) · ν = 0 on S(T ),

uε1(0, ·) = u0 on Ω1, u
ε
2(0, ·) = u0 on Ω2.

Here, we remark that by lack of regularity for θ1 we could not prove uniqueness of
solutions to (P)M and (P)M(ε), even if θ1 is given. Accordingly, we also do not obtain
a convergence result for solutions of (P)M(ε), when ε tends to 0. In future works we
will try to establish uniqueness and convergence by applying results concerned with high
regularity of θ1 discussed in [2]. Moreover, we may treat the system (1.20), (1.21), (1.22),
(1.23) and (1.24) without the cut-off function in this case.

In Section 2 of this paper, we give assumptions and main mathematical results, and
shall prove existence of solutions of (P)M and (P)M(ε) in Section 3. In the final section
we provide numerical results.

2 Main results

Notation. We use the spaces H1 := L2(Ω1), H := L2(Ω), V1 := W 1,2(Ω1), V :=
W 1,2(Ω), with respective standard norms, for instance | · |H1 , | · |V1 . Moreover, V ∗1 and V ∗

denote the dual spaces of V1 and V , respectively and the pairing between V1 and V ∗1 by
〈·, ·〉V ∗1 . Also, for u ∈ H1 we can write

〈u, η〉V ∗1 =

∫
Ω1

uη dx for all η ∈ V1.

Furthermore, we define an inner product of V1 by

(u, v)V1 := k

∫
Ω1

∇u · ∇v dx+

(∫
Ω1

u dx

)(∫
Ω1

v dx

)
for all u, v ∈ V1. (2.1)

Let F : V1 → V ∗1 be the duality mapping, namely,

〈Fu, v〉V ∗1 = (u, v)V1 and |Fu|V ∗1 = |u|V1 for u, v ∈ V1.

Then, we can define the inner product of V ∗1 by

(u, v)V ∗1 := 〈u, F−1v〉 for u, v ∈ V ∗1 . (2.2)

Definition 2.1. For M > 0 a function u : [0, T ]→ H1 is called a weak solution of (P)M
on [0, T ] if

u ∈ L2(0, T ;V1) ∩ L∞(0, T ;H1) ∩W 1,2(0, T ;V ∗1 ),

〈u∗t , η〉V ∗1 = −
∫

Ω1

(k∇u+ σM(u)∇θ1)∇η dx for all η ∈ V1 a.e. on [0, T ],

u(0, ·) = u0 on Ω1.
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The first mathematical result is:

Theorem 2.1. Let T > 0 and M > 0. If u0 ∈ H1 and ∇θ1 ∈ L∞(0, T ;H2
1 ), then there

exists a weak solution u of (P)M on [0, T ].

Next, in order to define a weak solution of (P)M(ε) we put

uε = χ1u
ε
1 + χ2u

ε
2.

Definition 2.2. For M > 0 and ε > 0 a function uε : [0, T ]→ H is called a weak solution
of (P)M(ε) on [0, T ], if

uε ∈ L2(0, T ;V ) ∩ L∞(0, T ;H) ∩W 1,2(0, T ;V ∗),

〈uεt , η〉V ∗ = −
∫

Ω1

(k∇uε1 + σM(uε1)∇θ1)∇η dx− ε
∫

Ω2

∇uε2∇η dx for η ∈ V a.e. on [0, T ],

uε1(0, ·) = u0 on Ω1, u
ε
2(0, ·) = c on Ω2.

Theorem 2.2. Let T > 0, M > 0 and ε > 0. If u0 ∈ H and ∇θ1 ∈ L∞(0, T ;H2
1 ), then

there exists a weak solution uε of (P)M(ε) on [0, T ].

Theorem 2.2 can be proved in a similar way as Theorem 2.1. Therefore, we omit a
proof of Theorem 2.2.

3 Proof of existence for solutions

We have to go through several steps to prove Theorem 2.1. At first, since ∇θ1 =(
∂θ1

∂x
,
∂θ1

∂y

)
∈ L2(0, T ;H2

1 ), we take {a1ε}, {a2ε} ⊂ C∞((0, T )× Ω1) such that

a1ε →
∂θ1

∂x
, a2ε →

∂θ1

∂y
in L2(0, T ;H1) as ε→ 0. (3.1)

Then it is easy to see that for each ε > 0 there exists Kε > 0 such that

|aε|L∞(Ω1)2 ≤ Kε.

Here, we put aε = (a1ε, a2ε) and denote by (P)ε the following problem:
ut = div(k∇u+ σM(u)aε) in Q1(T ),

(k∇u+ σM(u)aε) · ν1 = 0 on S1(T ),

(k∇u+ σM(u)aε) · ν = 0 on S(T ),

u(0, ·) = u0 on Ω1.

Next, for u0 ∈ H1 we take {u0`} ⊂ C∞(Ω1) such that u0` → u0 in H1 as `→∞, and
we denote by (P)ε,` the following problem:

ut = div(k∇u+ σM(u)aε) in Q1(T ),

(k∇u+ σM(u)aε) · ν1 = 0 on S1(T ),

(k∇u+ σM(u)aε) · ν = 0 on S(T ),

u(0, ·) = u0` on Ω1.
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Moreover, for ũ ∈ L2(0, T ;H1) we consider the auxiliary problem (AP)ε,`(ũ) to solve
(P)(ε,`) in the following way:

(AP)ε,`(ũ)


ut = div(k∇u+ σM(ũ)aε) in Q1(T ),

(k∇u+ σM(ũ)aε) · ν1 = 0 on S1(T ),

(k∇u+ σM(ũ)aε) · ν = 0 on S(T ),

u(0, ·) = u0` on Ω1.

Finally, we approximate ũ by ũm to prove existence of solutions of (AP)ε,`(ũ). For ũ ∈
L2(0, T ;H1), there exists {ũm} ⊂ C∞((0, T )× Ω1) such that ũm → ũ in L2(0, T ;H1) as
m→∞.

By the classical theory for parabolic equations, for instance [1], for m = 1, 2, . . . there
exists one and only one um ∈ W 1,2(0, T ;H1)∩L∞(0, T ;V1)∩L2(0, T ;W 2,2(Ω1)) satisfying∫

Ω1

umtη dx = −
∫

Ω1

(k∇um + σM(ũm)aε)∇η dx for all η ∈ V1 a.e. in [0, T ], (3.2)

um(0, ·) = u0` on Ω1.

The first lemma is concerned with the existence of a weak solution to (AP)ε,`(ũ) for
ũ ∈ L2(0, T ;H1).

Lemma 3.1. Let ε > 0 and ` = 1, 2, . . . If ũ ∈ L2(0, T ;H1), there exists a weak solution
u of (AP)ε,`(ũ) such that

u ∈ L2(0, T ;V1) ∩ L∞(0, T ;H1) ∩W 1,2(0, T ;V ∗1 )(⊂ C([0, T ];V ∗1 )),

〈u∗t , η〉V ∗1 = −
∫

Ω1

(k∇u+ σM(ũ)aε)∇η dx for η ∈ V1 a.e. on [0, T ],

um(0, ·) = u0` on Ω1.

Proof. For each m by putting η = um in (3.2) we have∫
Ω1

umtum dx = −
∫

Ω1

(k∇um + σM(ũm)aε)∇um dx a.e. on [0, T ].

Therefore we get

1

2

d

dt

∫
Ω1

|um|2 dx+
k

2

∫
Ω1

|∇um|2 dx ≤
1

2k

∫
Ω1

|σM(ũm)|2|aε|2 dx

≤ |bM |2

2k
|aε|H1 a.e. on [0, T ].

By integrating it over [0, t], we obtain∫
Ω1

|um(t)|2 dx+ k

∫ t

0

∫
Ω1

|∇um(t)|2 dxdt

≤
∫

Ω1

|um(0)|2 dx+
|bM |2

2k

∫ T

0

|aε(τ)|H1dτ for t ∈ [0, T ].
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This yields that there exists a C1 > 0 such that

|um|2H1
≤ C1 on [0, T ] and

∫ T

0

|∇um(t)|2H1
dt ≤ C1 for m = 1, 2, . . .

For all v ∈ V1 (3.2) implies that

|〈umt, v〉V ∗1 | =

∣∣∣∣∫
Ω1

umtv dx

∣∣∣∣
≤

∫
Ω1

(k|∇um|+ |σM(ũm)aε||∇v|) dx

≤ (k|∇um|H1 + |bM ||aε|H1)|v|V1 a.e. on [0, T ].

Thus, we get

|umt(t)|V ∗1 ≤ k|∇um(t)|H1 + |bM ||aε(t)|H1 for a.e. t ∈ [0, T ],

and there exists a C2 > 0 such that∫ T

0

|umt(t)|2V ∗1 dt ≤ C2 for all m.

Since {um} is bounded in L∞(0, T ;H1)∩L2(0, T ;V1)∩W 1,2(0, T ;V ∗1 ), by applying Aubin’s
compact theorem (cf. [4]) we can take a subsequence {mj} and u ∈ L∞(0, T ;H1) ∩
L2(0, T ;V1) ∩W 1,2(0, T ;V ∗1 ) such that umj

→ u weakly in L2(0, T ;V1),W 1,2(0, T ;V ∗1 ),
weakly* in L∞(0, T ;H1), and in L2(0, T ;H1) as j → ∞. Moreover, since the dual space
H∗1 of H1 is compactly embedded into V ∗1 , we may consider that

umj
→ u in C([0, T ];V ∗1 ) as j →∞. (3.3)

Let η ∈ L2(0, T ;V1). On account of Lipschitz continuity of σM we have∣∣∣∣∫ T

0

∫
Ω1

σM(ũmj
)aε∇η dxdt−

∫ T

0

∫
Ω1

σM(ũ)aε∇η dxdt
∣∣∣∣

≤ Kε

∫ T

0

∫
Ω1

|σM(ũmj
)− σM(ũ)||∇η| dxdt→ 0 (j →∞).

Now, it holds∫ T

0

∫
Ω1

umtη dxdt+

∫ T

0

∫
Ω1

(k∇um + σM(ũm)aε)∇η dxdt = 0,

for all η ∈ L2(0, T ;V1) and m = 1.2, . . . Therefore, the above convergences guarantee that
Lemma 3.1 is true.

Lemma 3.2. Let ε > 0 and ` = 1, 2, . . . For ũ ∈ L2(0, T ;H1) the problem (AP)ε,`(ũ) has
at most one weak solution.
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Proof. For ũ ∈ L2(0, T ;H1) let u1 and u2 be solutions of (AP)ε,`(ũ). Then, it holds that

〈uit, η〉V ∗1 = −
∫

Ω1

(k∇ui + σM(ũ)aε)∇η dx a.e. on [0, T ] for η ∈ V1, i = 1, 2. (3.4)

Easily, we get

〈u1t − u2t, η〉V ∗1 = −
∫

Ω1

k∇(u1 − u2)∇η dx a.e. on [0, T ] for η ∈ V1, i = 1, 2. (3.5)

Here, we substitute η = F−1(u1 − u2) ∈ V1 into (3.5). Then by (2.1) and (2.2) we have

((u1 − u2)t, u1 − u2)V ∗1 + (u1 − u2, F
−1(u1 − u2))V1

=

(∫
Ω1

(u1 − u2) dx

)(∫
Ω1

F−1(u1 − u2) dx

)
a.e. on [0, T ],

and

1

2

d

dt
|u1 − u2|2V ∗1 + 〈u1 − u2, u1 − u2〉V ∗1

=

(∫
Ω1

(u1 − u2) dx

)(∫
Ω1

F−1(u1 − u2) dx

)
a.e. on [0, T ].

Here, we note that

〈u1 − u2, u1 − u2〉V ∗1 =

∫
Ω1

|u1 − u2|2 dx a.e. on [0, T ].

Also, by taking η = 1 in (3.5) we see that 〈uit, 1〉V∗ = 0 a.e. on [0, T ] so that 〈u1−u2, 1〉V ∗1 =
0 on [0, T ]. Hence, we observe that(∫

Ω1

F−1(u1 − u2) dx

)(∫
Ω1

1 dx

)
= (F−1(u1 − u2), 1)V1 − k

∫
Ω1

∇F−1(u1 − u2) · ∇1 dx

= 〈u1 − u2, 1〉V ∗1 = 0 on [0, T ].

Thus, we obtain
1

2

d

dt
|u∗1 − u∗2|2V ∗1 +

∫
Ω1

|u1 − u2|2 dx = 0.

Now, by integrating it over [0, T ] we conclude that u1 = u2 a.e. on Q1(T ).

Lemma 3.3. Let ε > 0 and ` = 1, 2, . . . (P)ε,` has a unique weak solution on [0, T ].

Proof. Lemmas 3.1 and 3.2 implies that for any ũ ∈ L2(0, T ;H1) there exists one and
only one weak solution of (AP)ε,`(ũ). Then, we can define a function Λ : L2(0, T ;H1) →
L2(0, T ;H1) by Λũ = u.
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Let ũ and ũ′ ∈ L2(0, T ;H1), there exist {ũm} and {ũ′m} ⊂ C∞((0, T )× Ω1) such that

ũm → ũ, ũ′m → ũ′ in L2(0, T ;H1) as m→∞. (3.6)

By putting Λũm = um and Λũ = u we have

um(t)→ u(t) weakly in H1 as m→∞ for t ∈ [0, T ]. (3.7)

In fact, on account of (3.3) and the uniqueness of a solution to (AP)ε,`(ũ) we see that

um → u in C([0, T ];V ∗1 ) as m→∞.

Let t ∈ [0, T ] and η ∈ H1 and take {ηi} ⊂ V1 such that ηi → η in H1 as i → ∞. Since
{um} is bounded in L∞(0, T ;H1) as in the proof of Lemma 3.1, it is obvious that∣∣∣∣∫

Ω1

(um(t)− um′(t))η dx
∣∣∣∣

≤
∣∣∣∣∫

Ω1

(um(t)− um′(t))ηi dx
∣∣∣∣+

∣∣∣∣∫
Ω1

(um(t)− um′(t))(ηηi ) dx

∣∣∣∣
≤ |um(t)− um′(t)|V ∗1 |ηi|V1 + (|um(t)|H1 + |um′(t)|H1)||ηi − η|H1 → 0 as m,m′ →∞.

Therefore, from H∗1 ⊂ V ∗1 it follows the convergence (3.7). Similarly, the same convergence
for Λũ′m = u′m, Λũ′ = u′ holds.

Now, we show that for some l ∈ N, Λl is a contraction mapping. Indeed, for m =
1, 2, . . . we have∫

Ω1

(umt − u′mt)(um − u′m) dx+

∫
Ω1

k∇(um − u′m)∇(um − u′m) dx

= −
∫
ω1

(σM(ũm − ũ′m))aε∇(um − u′m) dx a.e. on [0, T ],

and

1

2

d

dt
|um(t)− u′m(t)|2H1

+ k

∫
Ω1

|∇(um − u′m)|2 dx

≤
∫

Ω1

M |ũm − ũ′m||aε||∇(um − u′m)| dx

≤
∫

Ω1

(
k

2
|∇(um − u′m)|2 +

M2

2k
|ũm − ũ′m|2|aε|2) dx

≤ k

2

∫
Ω1

|∇(um − u′m)|2 dx+
M2

2k
K2
ε

∫
Ω1

|ũm − ũ′m|2 dx for a.e. t ∈ [0, T ].

Thus, we get

1

2
|um(t)− u′m(t)|2H1

+
k

2

∫ t

0

∫
Ω1

|∇(um − u′m)|2 dxdτ
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≤ M2

2k
K2
ε

∫ t

0

|ũm − ũ′m|2H1
dτ for t ∈ [0, T ].

Therefore, there exists a C3 > 0 such that

|um(t)− u′m(t)|2H1
≤ C3

∫ t

0

|ũm − ũ′m|2H1
dτ for t ∈ [0, T ] and m.

Easily, we obtain

lim inf
m→∞

|um(t)− u′m(t)|2H1
≤ C3 lim inf

m→∞

∫ t

0

|ũm − ũ′m|2H1
dτ.

By (3.6) and (3.7) we infer that

|u(t)− u′(t)|2H1
≤ C3

∫ t

0

|ũ− ũ′|2H1
dτ for t ∈ [0, T ],

that is,

|Λ(ũ)(t)− Λ(ũ′)(t)|2H1
≤ C3

∫ t

0

|ũ− ũ′|2H1
dτ for t ∈ [0, T ].

By applying this inequality, we have

|Λ2(ũ)(t)− Λ2(ũ′)(t)| = |Λ(Λ(ũ)(t))− Λ(Λ(ũ′)(t))|2H1

≤ C3

∫ t

0

|Λ(ũ)(τ)− Λ(ũ′)(τ)|2H1
dτ

≤ C2
3

∫ t

0

∫ t

0

|ũ(t)− ũ′(t)|2H1
dτdt

≤ C2
3 · t

∫ t

0

|ũ(τ)− ũ′(τ)|2H1
dτ.

Recursively, for l = 1, 2, . . ., we have

|Λl(ũ)(t)− Λl(ũ′)(t)| ≤ C l
3 · tl−1

(l − 1)!

∫ t

0

|ũ− ũ′|2H1
dτ for t ∈ [0, T ].

Here, we can choose l ∈ N such that

C l
3

(l − 1)!
· T l−1 < 1.

This yields that Λl is a contraction mapping. By applying the Banach fixed point theorem,
there exists a u ∈ L2(0, T ;H1) such that Λlu = u. Clearly, Λu = u and u is a weak solution
of (P)ε on [0, T ].

Next, we prove the uniqueness. Let u1, u2 be weak solutions of (P)ε,`. Similarly to the
proof of Lemma 3.2, we have

1

2

d

dt
|u1 − u2|2V ∗1 +

∫
Ω1

|u1 − u2|2 dx
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= −
∫

Ω1

(σM(u1)− σM(u2))aε∇F−1(u1 − u2) dx a.e. on [0, T ]. (3.8)

We note that

|F−1(u1 − u2)|2V1 = k|∇F−1(u1 − u2)|2H1
+

∣∣∣∣∫
Ω1

F−1(u1 − u2) dx

∣∣∣∣2 ,
|u1 − u2|2V ∗1 = |F−1(u∗1 − u∗2)|2V1 ≥ k|∇F−1(u1 − u2)|2H1

.

Accordingly, we have

(Right hand side of (3.8)) ≤ Kε|b||u1 − u2|H1|∇F−1(u1 − u2)|H1

≤
|u1 − u2|2H1

2
+
K2
ε |b|2|u1 − u2|2V ∗1

2k
.

Now, by setting K1 = K2
ε |b|2/k we get

d

dt
|u1 − u2|2V ∗1 + |u1 − u2|2H1

≤ K1|u1 − u2|2V ∗1 a.e. on [0, T ].

Finally, Grönwall’s inequality implies that

|u1(t)−u2(t)|2V ∗1 +exp(Mt)

∫ t

0

|u1−u2|2H1
dτ ≤ exp(Mt)|u1(0)−u2(0)|2V ∗1 = 0 for t ∈ [0, T ].

Thus, u1 = u2 hold a.e. on Q1(T ).

Lemma 3.4. For each ε > 0 (P)ε has a unique solution on [0, T ].

Proof. For ε > 0 and ` = 1, 2, . . . by Lemma 3.3 we have one and only one weak solution
u` of (P)ε,` on [0, T ] such that

u` ∈ L2(0, T ;V1) ∩ L∞(0, T ;H1) ∩W 1,2(0, T ;V ∗1 ),

〈u`t, η〉V ∗1 = −
∫

Ω1

(k∇u` + σM(u`)aε)∇η dx for η ∈ V1 a.e. on [0, T ], (3.9)

u`(0, ·) = u0` on Ω1.

In the same way to that of the proof of Lemma 3.1 by taking η = u` in (3.9), there exists
C4 > 0 such that

|u`(t)|2H1
≤ C4

(∫ T

0

∫
Ω1

|aε|2 dxdt+ 1

)
for 0 ≤ t ≤ T, (3.10)∫ T

0

|∇u`|2H1
dt ≤ C4

(∫ T

0

∫
Ω1

|aε|2 dxdt+ 1

)
, (3.11)∫ T

0

|u`t(t)|2V ∗1 dt ≤ C4 for each `. (3.12)

From these estimates by applying Aubin’s compact theorem, again, we can choose a
subsequence {`j} and u ∈ L2(0, T ;V1) ∩ L∞(0, T ;H1) ∩W 1,2(0, T ;V ∗1 ) such that u`j → u
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weakly in L2(0, T ;V1) and W 1,2(0, T ;V ∗1 ), weakly* in L∞(0, T ;H1) and in L2(0, T ;H1) as
j →∞. Now, we know that for each j
∫ T

0

〈u`jt, η〉V ∗1 dt = −
∫ T

0

∫
Ω1

(k∇u`j + σM(u`j)aε)∇η dxdt for η ∈ L2(0, T ;V1),

ukj(0, ·) = u0kj
on Ω1.

Therefore, the above convergences imply that u is a weak solution of (P)ε on [0, T ].
The uniqueness is similarly proved in a way to that of Lemma 3.3. Thus, we have

proved Lemma 3.4.

Proof of Theorem 2.1. For ε > 0 Lemma 3.4 guarantees existence of a unique weak solu-
tion uε of (P)ε on [0, T ]. Then by estimates (3.10)–(3.12) we can take a subsequence {εj}
and u ∈ L2(0, T ;V1)∩L∞(0, T ;H1)∩W 1,2(0, T ;V ∗1 ) such that the following convergences
as in the proof of Lemma 3.4 hold:

uεj → u weakly in L2(0, T ;V1) and W 1,2(0, T ;V ∗1 ), weakly* in L∞(0, T ;H1)
and in L2(0, T ;H1) as j →∞.

Moreover, we may suppose that uεj → u a.e. on Q1(T ) as j → ∞. Here, thanks to
Lebesgue’s dominated convergence theorem and (3.1) we infer that

lim
j→∞

∫ T

0

∫
Ω1

σM(u`j)aε∇η dxdt =

∫ T

0

∫
Ω1

σM(u)∇θ1∇η dxdt for η ∈ L2(0, T ;V1).

Consequently, we can prove Theorem 2.1.

4 Numerical results

4.1 Problem formulation for numerical simulation

For numerical simulation we approximate the system (1.1)–(1.9) as follows. Again, let χi
be the characteristic function of Ωi for i = 1, 2, let θ = θ1χ1 + θ2χ2, C = C1χ1 + C2χ2,
κ = κ1χ1 + κ2χ2 and s = s1χ1 + s2χ2. Then, the function θ is a weak solution of the
following problem:

Cθt = div(κ∇θ + dθχ1∇u) + s in Q(T ), (4.1)

(κ∇θ + dθχ1∇u) · ν = 0 on S(T ). (4.2)

θ(0) = χθ01 + χ2θ02 =: θ0 on Ω, (4.3)

where Q(T ) = (0, T ) × Ω. In order to get approximation problems we consider the
following problem as an extension of u to Ω2:

ut = 0 in Q2(T ), (4.4)

u(0) = u0 in Ω2, (4.5)
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Figure 4.1: Problem domain Ω = Ω1 ∪Ω2. The liquid part Ω1 is black, the silver part Ω2

is white.

where we extend u0 to Ω2, continuously.

As a next step, we approximate the system (1.4), (1.6), and (4.4) by: For small ε > 0,

ut = div(k∇u+ bu∇θ1) in Q1(T ), (4.6)

ut = div(ε∇u) in Q2(T ), (4.7)

(k∇u+ bu∇θ1) · ν = 0 on S(T ), (4.8)

(k∇u+ bu∇θ1) · ν = ε∇u · ν on S2(T ). (4.9)

Finally, we take κε, χε, kε ∈ C∞(Ω) for ε > 0 with

κε → κ, χε → χ1, kε → kχ1 on Ω as ε ↓ 0, (4.10)

and kε ≥ ε on Ω2. Thus we obtain the approximation system (4.11)–(4.15). for (4.1) and
(4.3): For ε > 0 the problem is to find a pair (θε, uε) satisfying

Cθεt = div(κε∇θε + dθεχε∇uε) + s in Q(T ), (4.11)

uεt = div(kε∇uε + buεχε∇θε) in Q(T ), (4.12)

(κε∇θε + dθεχε∇uε) · ν = 0 on S(T ), (4.13)

(kε∇uε + buεχε∇θε) · ν = 0 on S(T ), (4.14)

θ(0) = θ0, u(0) = u0 on Ω. (4.15)

Because we are interested in modeling and simulating the Soret effect in this paper, we
do not use a full Maxwell equations based description of the plasmonic heating. Instead we
present a simplified heat source that has the same characteristics. Consider the problem
domain in Figure 4.1, inspired by [6].

First, we approximate the silver region as seen in Figure 4.1 by triangles. The region
between three touching circles is assumed to be triangular. Let K be such a triangle. For
every point P = (x, y) ∈ Ω, we compute the distance from P to the edge of the triangle.
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Let us denote this distance with d(P,K). Then the heat source qK due to plasmonic
heating by triangle K is modeled as

qK(x, y) :=

{
exp(−α1d

2(P,K)), if P is inside triangle K,
exp(−α2d

2(P,K)), if P is outside triangle K.
(4.16)

The total heat source q is the sum over all triangles K of the local heat source for each
triangle. See Figure 4.2 for a two-triangle example. Note that the heat source is largest
between the two triangles. This effect is what we aimed to achieve as it is also observed
for plasmonic heating.

Figure 4.3 shows the heat source for the domain in Figure 4.1. Note the six spots
around each circle where the heat source q has its maximum value.

Figure 4.2: Heat source for two triangles. From left to right: The two triangles, the heat
source q1 of the left triangle only, the heat source q2 of the right triangle only, the sum of
q1 and q2.

Figure 4.3: Circles, triangles and problem domain (dashed) on the left. Resulting heat
source q on the right.

4.2 Finite volume discretization

Both conservation laws (4.11) and (4.12) can be written as

Cϕϕt = div(fϕ) + sϕ, (4.17)
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Figure 4.4: Control volume Ωi,j (thick) with its surrounding cells. The arrows denote the
normal components of the flux.

with Cϕ = C for ϕ = θε and Cϕ = 1 for ϕ = uε. The flux fϕ is defined by

fϕ := D∇ϕ+ uϕ, (4.18)

where D = κε, u = dχε∇u, for ϕ = θε, and D = kε, u = b∇θε, for ϕ = uε. Finally,
sϕ = −a(θε − θsub) + q, for ϕ = θε, and s = 0, for ϕ = uε.

Integrating (4.17) over a fixed domain A and applying Gauss’s theorem we obtain the
integral form of the conservation law, i.e.,∫

A

Cϕϕt dA =

∮
∂A

(fϕ,n) dr +

∫
A

sϕ dA, (4.19)

where n is the outward unit normal on the boundary ∂A. In the finite volume method,
we cover the domain with a finite number of disjunct control volumes or cells and impose
the integral form (4.19) for each of these cells.

In two-dimensional Cartesian coordinates, we first choose the grid points xi,j = (xi, yj)
where the unknown ϕ has to be approximated. Next, we choose control volumes Ωi,j :=
(xi−1/2, xi+1/2) × (yj−1/2, yj+1/2). Here xi±1/2 := 1

2
(xi + xi±1) and yj±1/2 := 1

2
(yj + yj±1)

The boundary of control volume Ωi,j is the union of four edges Γi±1/2,j and Γi,j±1/2. See
Figure 4.4.

Taking A = Ωi,j in conservation law (4.19) and approximating all integrals with the
midpoint rule, we find

Cϕϕt,i,j ∆x∆y
.
=
(
fx,i+1/2,j − fx,i−1/2,j

)
∆y +

(
fy,i,j+1/2 − fy,i,j−1/2

)
∆x+ si,j ∆x∆y,

(4.20)
where we have used that the flux equals fϕ = fx ex + fy ey. We discretize in time using
a time step ∆t > 0 and introduce time levels tn = n · ∆t, n = 0, 1, 2, . . . If we use the
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implicit Euler method for time discretization, (4.20) becomes

ϕ
(n+1)
i,j = ϕ

(n)
i,j +

1

Cϕ

(
∆t

∆x

(
f

(n+1)
x,i+1/2,j − f

(n+1)
x,i−1/2,j

)
+

∆t

∆y

(
f

(n+1)
y,i,j+1/2 − f

(n+1)
y,i,j−1/2

)
+ s

(n+1)
i,j ∆t

)
.

(4.21)

Here, ϕ
(n+1)
i,j is the numerical approximation of ϕ(tn+1, xi, yj) and the superscripts and

subscripts are similar for the other terms in the equation. The FVM has to be completed
with numerical approximations Fx and Fy for the fluxes fx and fy in (4.21).

Let us suppress the time dependence in the notation for now and let us consider ϕ = θε.
Then

fx = κε
∂θε
∂x

+ dχε
∂uε
∂x

θε, fy = κε
∂θε
∂y

+ dχε
∂uε
∂y

θε, (4.22)

and we use the central difference approximations

Fx,e := κε
θE − θC

∆x
+ dχε

uE − uC
∆x

θC + θE
2

, Fy,n := κε
θN − θC

∆y
+ dχε

uN − uC
∆y

θC + θN
2

.

(4.23)
Here we have used compass notation (cf. Figure 4.4): Fx,e = Fx,i+1/2,j, θC = θε,i,j, etc.

Let us focus on the horizontal flux Fx,e. We have

Fx,e = αx,eθC − βx,eθE, αx,e := − κε
∆x

+ 1
2
χεd

uE − uC
∆x

, βx,e := − κε
∆x
− 1

2
χεd

uE − uC
∆x

.

(4.24)
In (4.24), we choose κε = κ1 if both xC = xi,j ∈ Ω1 and xE ∈ Ω1. We choose κε = κ2

if xC ∈ Ω2 and xE ∈ Ω2. Finally, we choose κε equal to the harmonic mean, that is
κε = 2κ1κ2/(κ1 + κ2), in the other situations. This means that the flux is located at an
interface between the liquid and silver regions. For χε, we choose χε = 1 if both xC ∈ Ω1

and xE ∈ Ω1. We set χε = 0 in all other situations.
Similarly we can define αx,w, αy,n, αy,s etc. Substitution of (4.24) and the equivalent

in vertical direction into (4.21) yields

θ
(n+1)
C = θ

(n)
C +

1

C

∆t

∆x

(
−βx,eθ(n+1)

E + (αx,e + βx,w)θ
(n+1)
C − αx,wθ(n+1)

W

)
+

1

C

∆t

∆y

(
−βy,nθ(n+1)

N + (αy,n + βy,s)θ
(n+1)
C − αy,sθ(n+1)

S

)
+

1

C

(
−a
(
θ

(n+1)
C − θsub

)
+ q
)

∆t. (4.25)

Summarizing we have now discretized (4.11) and found the final form of the difference
equation for θε:(

1 +
a∆t

C
− ax,e − bx,w − ay,n − by,s

)
θ

(n+1)
C

+ bx,eθ
(n+1)
E + ax,wθ

(n+1)
W

+ by,nθ
(n+1)
N + ay,sθ

(n+1)
S = θ

(n)
C +

∆t

C
(aθsub + q), (4.26)
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with

ax,e :=
∆t

C∆x2

(
−κε + 1

2
dχε(u

(n+1)
E − u(n+1)

C )
)
, bx,e :=

∆t

C∆x2

(
−κε − 1

2
dχε(u

(n+1)
E − u(n+1)

C )
)
,

(4.27)

ax,w :=
∆t

C∆x2

(
−κε + 1

2
dχε(u

(n+1)
C − u(n+1)

W )
)
, bx,w :=

∆t

C∆x2

(
−κε − 1

2
dχε(u

(n+1)
C − u(n+1)

W )
)
,

(4.28)

ay,n :=
∆t

C∆y2

(
−κε + 1

2
dχε(u

(n+1)
N − u(n+1)

C )
)
, by,n :=

∆t

C∆y2

(
−κε − 1

2
dχε(u

(n+1)
N − u(n+1)

C )
)
,

(4.29)

ay,s :=
∆t

C∆y2

(
−κε + 1

2
dχε(u

(n+1)
C − u(n+1)

S )
)
, by,s :=

∆t

C∆y2

(
−κε − 1

2
dχε(u

(n+1)
C − u(n+1)

S )
)
.

(4.30)

For ϕ = uε, the flux equals

fx = kε
∂uε
∂x

+ bχε
∂θε
∂x

uε, fy = kε
∂uε
∂y

+ bχε
∂θε
∂y

uε, (4.31)

which we approximate by

Fx,e := kε
uE − uC

∆x
+ bχε

θE − θC
∆x

uC + uE
2

, Fy,n := kε
uN − uC

∆y
+ bχε

θN − θC
∆y

uC + uN
2

.

(4.32)
In (4.32), we choose kε as follows:

k =


k if both xC = xi,j ∈ Ω1 and xE ∈ Ω1,
ε if both xC ∈ Ω2 and xE ∈ Ω2,

2kε

k + ε
otherwise.

Finally, we choose kε equal to the harmonic mean in the other situations. This means
that the flux is located at an interface between the liquid and silver regions. For χε, we
choose χε = 1 if both xC ∈ Ω1 and xE ∈ Ω1. We set χε = 0 in all other situations.

If we follow the same steps as before, we find the following discretization of (4.12):

(1− ax,e − bx,w − ay,n − by,s)u(n+1)
C + bx,eu

(n+1)
E + ax,wu

(n+1)
W

+ by,nu
(n+1)
N + ay,su

(n+1)
S = u

(n)
C , (4.33)

with

ax,e :=
∆t

∆x2

(
−kε + 1

2
bχε(θ

(n+1)
E − θ(n+1)

C )
)
, bx,e :=

∆t

∆x2

(
−kε − 1

2
bχε(θ

(n+1)
E − θ(n+1)

C )
)
,

(4.34)

ax,w :=
∆t

∆x2

(
−kε + 1

2
bχε(θ

(n+1)
C − θ(n+1)

W )
)
, bx,w :=

∆t

∆x2

(
−kε − 1

2
bχε(θ

(n+1)
C − θ(n+1)

W )
)
,

(4.35)



405

ay,n :=
∆t

∆y2

(
−kε + 1

2
bχε(θ

(n+1)
N − θ(n+1)

C )
)
, by,n :=

∆t

∆y2

(
−kε − 1

2
bχε(θ

(n+1)
N − θ(n+1)

C )
)
,

(4.36)

ay,s :=
∆t

∆y2

(
−kε + 1

2
bχε(θ

(n+1)
C − θ(n+1)

S )
)
, by,s :=

∆t

∆y2

(
−kε − 1

2
bχε(θ

(n+1)
C − θ(n+1)

S )
)
.

(4.37)

The finite volume method formulation makes the treatment of the boundary condi-
tions (4.13) and (4.14) straightforward. We choose the computational grid such that ∂Ω
coincides with cell edges. All fluxes located at boundaries are set to zero, so if e.g. the
horizontal flux Fe in (4.24) is on ∂Ω, we set αx,e = 0 and βx,e = 0.

4.3 Numerical results

We present numerical results for the following parameter values: C1 = C2 = 1, κ1 =
0.2, κ2 = 1.3, k = 1, d = 0.05, b = −0.1, θsub = 20, a = 0.7, ε = 10−6, u0 = 1, θ0 = θsub.
The domain is as in Figure 4.1, so Ω = (0, 10) × (0, 10). The circles in Figure 4.1 each
have radius r = 1.3. In Ω, we choose a uniform grid of Nx × Ny control volumes with
Nx = Ny = 200.

We solve the system of nonlinear equations in each time step using Newton iteration.
The Newton iteration is stopped as soon as the 2-norm of the update of the solution is
less than 10−5. This typically takes two or three iteration steps.

To study the time behavior of the solutions, we take time steps with ∆t = 0.1 and we
plot both temperature and concentration along the central axes indicated in Figure 4.5.
The results are shown in Figures 4.6 and 4.7.

To find the stationary solution we take twenty time steps with ∆t = 1. Figure 4.8
shows the integral of the temperature over the domain. It proves that we have indeed
reached the stationary situation. Figures 4.9, 4.10 and 4.11 show the stationary solutions.

Figure 4.5: Central axes (in white) in the problem domain.
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Figure 4.6: Development of temperature in time along horizontal central axis (left) and
vertical (right).

Figure 4.7: Development of concentration in time along horizontal central axis (left) and
vertical (right).

Figure 4.8: Temperature integrated over the domain as a function of time.
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Figure 4.9: Stationary temperature and temperature gradient profiles along horizontal
axis (left) and vertical (right).
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Figure 4.10: Stationary concentration and concentration gradient profiles along horizontal
axis (left) and vertical (right).
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Figure 4.11: Stationary two-dimensional profiles.
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4.4 Influence of the initial artificial concentration

The concentration u has been extended to Ω2. Here we study the influence of the initial
value for the concentration in Ω2.

In Figure 4.10, we chose u0 = 1 in Ω2. We have also set u0 = 0 in Ω2 and u0 = 2 in Ω2.
The results are shown in Figure 4.13. It is obvious that the value of u0 in Ω2 has little
influence on the solution in Ω1. We do observe in Figure 4.13 however that the maximum
and minimum values of the concentration vary slightly.

We add two more cases. The first, ε = 10−3, is shown in Figure 4.12. This value is
obviously too large as the solution changes throughout the domain. The parameter ε was
set to 10−6 for the simulations in Figure 4.13. If we redo the computations with ε = 10−12,
we see identical results for all three initial values of u0 in Ω2, see Figure 4.14.

Figure 4.12: Influence of the initial artificial concentration for ε = 10−3. The following
values have been chosen: u0 = 1 in Ω2 (solid line), u0 = 0 in Ω2 (dotted) and u0 = 2 in
Ω2 (dashed).

Figure 4.13: Influence of the initial artificial concentration for ε = 10−6. The following
values have been chosen: u0 = 1 in Ω2 (solid line), u0 = 0 in Ω2 (dotted) and u0 = 2 in
Ω2 (dashed).
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Figure 4.14: Influence of the initial artificial concentration for ε = 10−12. The following
values have been chosen: u0 = 1 in Ω2 (solid line), u0 = 0 in Ω2 (dotted) and u0 = 2 in
Ω2 (dashed).
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