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1 Introduction and main result

The motion of a viscous incompressible capillary fluid in a two-dimensional space is gov-
erned by the nonhomogeneous incompressible Navier-Stokes-Korteweg equations which
read as follows:

∂tρ+ div(ρu) = 0,

∂t(ρu) + div(ρu⊗ u)− µ△u+∇P + κdiv(∇ρ⊗∇ρ) = 0,

divu = 0,

(1.1)

where t ≥ 0 is time, x = (x1, x2) ∈ Ω ⊂ R2 is spatial coordinate. The unknown functions
ρ(x, t), u(x, t) = (u1(x, t), u2(x, t)) and P (x, t) represent the density, velocity field and
pressure of the fluid, respectively. The constants κ > 0 and µ > 0 stand for the capillary
and viscosity coefficients of the fluid respectively.

Let Ω = R2 and we consider the Cauchy problem for (1.1) with the far field behavior
condition(in the weak sense):

(ρ, u) → (0, 0), as |x| → ∞, (1.2)

and initial data:
(ρ, u)|t=0 = (ρ0, u0) in R2. (1.3)

The Navier-Stokes-Korteweg equations are widely studied by many mathematicians
since of its physical importance and mathematical complexity, especially a great of efforts
have been devoted to the mathematical theory for compressible capillary fluids, see the
references [4, 7, 8] and therein. In particular, if there is no capillary effect, that is κ ≡ 0,
the Navier-Stokes-Korteweg system reduces to the well-konown Navier-Stokes equations,
which have been studied extensively, see J. Simon [14], Cho, Choe-Kim [2, 3] and Huang-
Wang [6] for more details on the Navier-Stokes model. When the capillary coefficient κ >
0, the study of the Navier-Stokes-Korteweg becomes rather difficult than the Navier-Stokes
model since of the appearance of capillary effect. For the nonhomogeneous incompressible
Navier-Stokes-Korteweg equations (1.1) over a bounded smooth domain Ω ⊂ R3 , under
the following compatibility condition on the initial data:

− div(µ(ρ0)(∇u0 + (∇u0)T )) +∇P0 + div(κ(ρ0)∇ρ0 ⊗∇ρ0) = ρ
1
2
0 g, divu0 = 0, in Ω,

(1.4)
for some (P0, g) ≤ H1(Ω) × L2(Ω), Tan-Wang [15] and Wang [16] established the local
strong solutions to the initial and boundary value problem when the capillary κ(ρ) and
viscosity µ(ρ) are positive constants and variable functions of the density, respectively.
And very recently, the author [9] established a blow-up critrion for the strong solutions to
the initial boundary value probelm of two-dimensional nonhomogeneous Navier-Stokes-
Korteweg equations.

To my best knowledge, there is no any further results of establishing solutions to
the Cauchy problem of the Navier-Stokes-Korteweg equations (1.1). Using the ideas of
Chen-Tan-Wang [1] for 3D Cauchy problem of the nonhomogeneous MHD system, the
local strong solutions of the 3D Cauchy problem of Navier-Stokes-Korteweg (1.1) can be
established in a similar way. However, some difficulties will bring out when we apply
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these ideas to the 2D case, since the Sobolev inequality is critical. Recently, Li-Liang
[10] established the local strong solutions to the 2D Cauchy problem of the compressible
Navier-Stokes equations with vacuum as far field density by deriving some spatial weighted
energy estimates. Motivated by their work, Liang [11] proved the local existence of strong
solutions to the 2D Cauchy problem of the nonhomogeneous incompressible Navier-Stokes
equations, that is (1.1) with κ ≡ 0. The purpose of this paper is to establish local strong
solutions to the Cauchy problem (1.1)-(1.3) as an extension of Liang’s work [11] to Navier-
Stokes-Korteweg model. First we give the definition of strong solutions to the Cauchy
problem (1.1)-(1.3) as follows.

Definition 1.1 (Strong solutions). If all derivatives involved in (1.1) are regular distri-
butions, and equations (1.1) hold almost everywhere in R2× (0, T ), then (ρ, u, P ) is called
a strong solution to (1.1).

Now we are ready to state the main result of this paper, and we would like to point
out that, in this section, for 1 ≤ r ≤ ∞ and k ∈ N, we denote the standard Lesbegue and
Sobolev spaces as follows:

Lr = Lr(R2), W k,r = W k,r(R2), Hk = W k,2.

Theorem 1.2. Let η0 be a positive constant and

x̄ := (e+ |x|2)
1
2 log1+η0(e+ |x|2). (1.5)

For constants q > 2 and a > 1, assume that the initial data (ρ0, u0) satisfies

0 ≤ x̄aρ0 ∈ L1 ∩H2 ∩W 2,q,
√
ρu0 ∈ L2,∇u0 ∈ L2 and divu0 = 0. (1.6)

Then there exist a small time T0 and a unique strong solution (ρ, u, P ) to the Cauchy
problem (1.1)-(1.3) on R2 × (0, T0] satisfying

0 ≤ ρ ∈ C([0, T0];L
1 ∩H2 ∩W 2,q),

x̄aρ ∈ L∞(0, T0;L
1 ∩H2 ∩W 2,q),

√
ρu,∇u, x̄−1u,

√
t
√
ρut,

√
t∇P,

√
t∇2u ∈ L∞(0, T0;L

2),

∇u ∈ L2(0, T0;H
1) ∩ L

q+1
q (0, T0;W

1,q),

∇P ∈ L2(0, T0;L
2) ∩ L

q+1
q (0, T0;L

q),
√
t∇u ∈ L2(0, T0;W

1,q),
√
ρut,

√
t∇ut,

√
tx̄−1ut ∈ L2(R2 × (0, T0)),

(1.7)

and

inf
0≤t≤T0

∫
BN

ρ(x, t)dx ≥ 1

4

∫
R2

ρ0(x)dx, (1.8)

for some constant N > 0 and BN = {x ∈ R2||x| < N}.
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We now make some comments on the key ingredients of the analysis of this paper.
It should be pointed out that, for the whole two-dimensional space, it seems difficult to
bound the Lp(R2)-norm of u just in terms of ∥√ρu∥L2(R2) and ∥∇u∥L2(R2). Furthermore,
the appearance of capillary term will bring out some new difficulties. In order to overcome
these difficulties, we will make goof use of some key ideas due to [10, 11] where they deal
with the compressible and nonhomogeneous Navier-Stokes equations, repectively. On the
other hand, motivated by [10], it is enough to bound the Lp(R2)-norm of the momentum
ρu instead just of u. More precisely, using a Hardy-type inequality which is originally
due to Lions [12], together with some careful analysis on the spatial weighted estimate of
the density, we can obtain the desired estimates on the Lp(R2)-norm of the momentum
ρu. Next, we then construct approximate solutions to (1.1) with density strictly positive,
consider an initial and boundary value problem in any bounded ball BR with radius
R. Finally, combining all key points mentioned before with the similar arguments as in
[3, 10, 11], we derive the desired bounds on the gradient of velocity and spatial weighted
density, which are independent of both the radius of the balls BR and the lower bound of
the initial density.

Remark 1. After this work was completed, we found a recent work of Y. Liu, W. Wang
and S. N. Zheng [13] closely related to ours. They also prove the local well-posedness of
strong solution with vacuum to the Cauchy problem of two-dimensional nonhomogeneous
incompressible Navier-Stokes-Korteweg equations. However, as is discussed in detail, see
Remark 2, they need a stronger assumption on the initial data than ours, that is, except
for the same regularity condition (1.6), the following compatibility condition on (ρ0, u0)
is also necessary.

− µ△u0 +∇P0 + κdiv(∇ρ0 ⊗∇ρ0) = ρ
1
2
0 g, (1.9)

for some (P0, g) ∈ H1 × L2(R2).

The rest of the paper is arranged as follows. In Section 2, we collect some elementary
facts and inequalities which will be needed in the later analysis. In Section 3, we will derive
some a priori estimates which are used to obtain the local existence and uniqueness of
strong solutions. The proof of main result Theorem 1.2 will be given in Section 4.

2 Preliminaries

In this section, we will recall some known facts and elementary inequalities which will be
frequently used later. First of all, if the initial density is strictly away from vacuum, the
following local existence theorem on bounded balls can be shown by similar arguments as
in [3, 15].

Lemma 2.1. For R > 0 and BR = {x ∈ R2||x| < R}, assume that (ρ0, u0) satisfies

ρ0 ∈ H3(BR), u0 ∈ H2(BR), inf
x∈BR

ρ0(x) > 0, divu0 = 0. (2.1)

Then there exists a small time TR > 0 such that the equations (1.1) with the following
initial and boundary conditions

(ρ, u)(x, t = 0) = (ρ0, u0), x ∈ BR,

u(x, t) = 0, x ∈ ∂BR, t > 0,
(2.2)
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has a unique strong solution (ρ, u, P ) on BR × (0, TR] satisfying

ρ ∈ C([0, TR];H
3), (∇u, P ) ∈ C([0, TR];H

2) ∩ L2(0, TR;H
3), (2.3)

where we denote Hk = Hk(BR) for positive integer k.

Next, for Ω ⊂ R2, the following weighted Lm-bounds for elements of the Hilbert space
D̃1,2(Ω) := {v ∈ H1

loc(Ω)|∇v ∈ L2(Ω)} can be found in [12].

Lemma 2.2. For m ∈ [2,∞) and θ ∈ (1 + m
2
,∞), there exists a positive constant C

independent of Ω such that for either Ω = R2 or Ω = BR with R ≥ 1 and for any
v ∈ D̃1,2(Ω),(∫

Ω

|v|m

e+ |x|2
(log(e+ |x|2))−θdx

) 1
m

≤ C∥v∥L2(B1) + C∥∇v∥L2(Ω). (2.4)

A useful consequence of Lemma 2.2 is the following crucial weighted bounds for ele-
ments of D̃1,2(Ω), which has been proved in [10].

Lemma 2.3. Let Ω be as in Lemma 2.2, and x̄ and η0 be as in (1.5). Assume that
ρ ∈ L1 ∩ L∞(Ω) is a non-negative function such that∫

BN1

ρdx ≥M1, ∥ρ∥L1∩L∞(Ω) ≤M2, (2.5)

for positive constants M1,M2 and N1 ≥ 1 with BN1 ⊂ Ω. Then for ϵ > 0 and η > 0,
there is a positive constant C depending only on ϵ, η,M1,M2, N1, and η0 such that every
v ∈ D̃1,2(Ω) satisfies

∥vx̄−η∥L(2+ϵ)/η̃(Ω) ≤ C∥ρ1/2v∥L2(Ω) + C∥∇v∥L2(Ω) (2.6)

with η̃ = min{1, η}.

3 A priori estimates

Throughout this section, we omit the integration domain BR with R > 0 below for
notations simplicity. For 1 ≤ r ≤ ∞ and k ∈ N, the Lesbegue and Sobolev spaces on
some ball BR are defined in a standard way:

Lr = Lr(BR), W k,r = W k,r(BR), Hk = W k,2.

Moreover, for R > 4N0 ≥ 4, assume that (ρ0, u0) satisifes, in addition to (2.1), that

1

2
≤

∫
BN0

ρ0(x)dx ≤
∫
BR

ρ0(x)dx ≤ 3

2
. (3.1)

Lemma 2.1 thus yield that there exists some TR > 0 such that the initial and bound-
ary value problem (1.1) and (2.2) has a unique strong solution (ρ, u, P ) on BR × [0, TR]
satisfying (2.3).

Let x̄, η0, a and q be as in Theorem 1.2, the main goal of this section is to derive the
following key a priori estimate on ψ(t) defined by

ψ(t) := 1 + ∥ρ1/2u∥L2 + ∥∇u∥L2 + ∥x̄aρ∥L1∩H2∩W 2,q . (3.2)
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Proposition 1. Assume that (ρ0, u0) satisfies (2.1) and (3.1). Let (ρ, u, P ) be the solu-
tion to the initial and boundary value problem (1.1) and (2.2) on BR × (0, TR] obtained
by Lemma 2.1. Then there exist positive constants T0 and M both depending only on
µ, κ, q, a, η0, N0 and E0 such that

sup
0≤t≤T0

(
ψ(t) +

√
t∥√ρut∥L2 +

√
t∥∇2u∥L2 +

√
t∥∇P∥L2

)
+

∫ T0

0

(
∥√ρut∥2L2 + ∥∇2u∥2L2 + ∥∇2u∥

q+1
q

Lq + ∥∇P∥
q+1
q

Lq

)
dt

+

∫ T0

0

(
t∥∇2u∥2Lq + t∥∇P∥2Lq + t∥∇ut∥2L2

)
dt ≤M,

(3.3)

where
E0 := ∥√ρ0u0∥L2 + ∥∇u0∥L2 + ∥x̄aρ0∥L1∩H2∩W 2,q .

The proof of Proposition 1 is composed of some lemmas. First, we give the following
standard energy estimate for (ρ, u, P ) and the estimate on the Lp-norm of the density.

Lemma 3.1. Under the conditions of Proposition 1, let (ρ, u, P ) be a solution to the
initial and boundary problem (1.1) and (2.2). Then for any t > 0,

sup
0≤s≤t

(∥ρ∥L1∩L∞ + ∥√ρu∥2L2 + ∥∇ρ∥2L2) +

∫ t

0

∫
|∇u|2dxds ≤ C. (3.4)

Proof. First, it is easy to deduce from (1.1)1 and divu = 0 that

sup
0≤s≤t

∥ρ∥L1∩L∞ ≤ C. (3.5)

Then applying the standard energy estimate to (1.1) gives

sup
0≤s≤t

(∥√ρu∥2L2 + ∥∇ρ∥2L2) +

∫ t

0

∫
|∇u|2dxds ≤ C. (3.6)

This together with (3.5) yields (3.4) and completes the proof of Lemma 3.1.

Next, we will derive the key estimate on the ∥∇u∥L2(0,t;L2).

Lemma 3.2. Under the conditions of Proposition 1, let (ρ, u, P ) be a solution to the
initial and boundary problem (1.1) and (2.2). Then there exists a T1 = T1(N0, E0) > 0
such that for all t ∈ (0, T1],

sup
0≤s≤t

(∥x̄aρ∥L1 + ∥∇u∥2L2) +

∫ t

0

∥√ρus∥2L2ds ≤ C + C

∫ t

0

ψα(s)ds. (3.7)

Proof. First, for N > 1, define a family of functions ϕN ∈ C∞
0 (BN) satisfying

0 ≤ ϕN ≤ 1, ϕN(x) = 1, if |x| ≤ N/2, |∇kϕN | ≤ CN−k, k ∈ N, (3.8)
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it follows from (1.1)1 and (3.4) that

d

dt

∫
ρϕ2N0dx =

∫
ρu · ∇ϕ2N0dx

≥ −CN−1
0

(∫
ρdx

)1/2(∫
ρ|u|2dx

)1/2

≥ −C̃(E0, N0),

(3.9)

where we used the fact
∫
ρdx =

∫
ρ0dx in the last inequality.

Integrating (3.9) over the time interval (0, t) and using (3.1) gives

inf
0≤t≤T1

∫
B2N0

ρdx ≥ inf
0≤t≤T1

∫
ρϕ2N0dx ≥

∫
ρ0ϕ2N0dx− C̃T1 ≥

1

4
. (3.10)

where we take T1 := min{1, (4C̃)−1}. From now on, we will always assume that t ≤ T1.
The combination of (3.10), (3.4) and (2.6) yields that for ϵ > 0 and η > 0, every v ∈
D̃1,2(BR) satisfies

∥vx̄−η∥L(2+ϵ)/η̃ ≤ C∥ρ1/2v∥L2 + C∥∇v∥L2 (3.11)

with η̃ = min{1, η}.
Next, multiplying (1.1)1 by x̄a and integrating by parts imply that

d

dt

∫
x̄aρdx ≤ C

∫
ρ|u|x̄a−1 log1+η0(e+ |x|2)dx

≤ C∥ρx̄a−1+ 8
8+a∥

L
8+a
7+a

∥ux̄−
4

8+a∥L8+a

≤ C∥ρ∥
1

8+a

L∞ ∥ρx̄a∥
7+a
8+a

L1 (∥ρ1/2u∥L2 + ∥∇u∥L2)

≤ C(1 + ∥ρx̄a∥L1)(1 + ∥∇u∥L2)

(3.12)

due to (3.4) and (3.11). This combined with Gronwall inequality and (3.4) lead to

sup
0≤s≤t

∥ρx̄a∥L1 ≤ C exp

{
C

∫ t

0

(1 + ∥∇u∥2L2)ds

}
≤ C. (3.13)

Now we are prepared to estimate the first order derivatives of the velocity. Multiplying
(1.1)2 by ut and integrating by parts, one has∫

ρ|ut|2dx+ µ
d

dt

∫
|∇u|2dx

=−
∫

(ρu · ∇u) · utdx+ κ

∫
∇ρ⊗∇ρ : ∇utdx

=κ
d

dt

∫
∇ρ⊗∇ρ : ∇udx+ 2

∫
κ∇(u · ∇ρ)⊗∇ρ : ∇udx

−
∫

(ρu · ∇u) · utdx.

(3.14)
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First, it follows from (3.4), (3.11), and (3.13) that for any ϵ > 0 and η > 0,

∥ρηv∥L(2+ϵ)/η̃ ≤ C∥ρηx̄
3η̃a

4(2+ϵ)∥L4(2+ϵ)/3η̃∥vx̄−
3η̃a

4(2+ϵ)∥L4(2+ϵ)/η̃

≤ C

(∫
ρ

4(2+ϵ)η
3η̃

−1ρx̄adx

) 3η̃
4(2+ϵ)

∥vx̄−
3η̃a

4(2+ϵ)∥L4(2+ϵ)/η̃

≤ C∥ρ∥
4(2+ϵ)η−3η̃

4(2+ϵ)

L∞ ∥ρx̄a∥
3η̃

4(2+ϵ)

L1 (∥ρ1/2v∥L2 + ∥∇v∥L2)

≤ C∥ρ
1
2v∥L2 + C∥∇v∥L2 ,

(3.15)

where η̃ = min{1, η} and v ∈ D̃1,2(BR). In particular, this together with (3.4) and (3.11)
derives

∥ρηu∥L(2+ϵ)/η̃ + ∥ux̄−η∥L(2+ϵ)/η̃ ≤ C(1 + ∥∇u∥L2). (3.16)

Then we estimate the terms in the right hand side of (3.14). First, the combination of
the Cauchy-Schwarz and Gagliardo-Nirenberg inequalities yields∫

(ρu · ∇u) · utdx ≤ 1

4

∫
ρ|ut|2dx+ C

∫
ρ|u|2|∇u|2dx

≤ 1

4

∫
ρ|ut|2dx+ C∥ρ

1
2u∥2L8∥∇u∥2

L
8
3

≤ 1

4

∫
ρ|ut|2dx+ C∥ρ

1
2u∥2L8∥∇u∥

3
2

L2∥∇u∥
1
2

H1

≤ 1

4

∫
ρ|ut|2dx+ Cψα + ϵ∥∇2u∥2L2 ,

(3.17)

where (and in what follows) we use α > 1 to denote a generic constant, which may
different from line to line.

For the second term on the right hand side of (3.14), integration by parts together
with Gagliardo-Nirenberg inequality deduces that∫

κ∇(u · ∇ρ)⊗∇ρ : ∇udx

≤ C

∫
|∇ρ|2|∇u|2dx+ C

∫
|∇2ρ||∇ρ||u||∇u|dx

≤ C∥∇ρ∥2L∞∥∇u∥2L2 + C∥∇ρ∥L∞∥x̄a∇2ρ∥Lq∥x̄−au∥Lq∗∥∇u∥L2

≤ Cψα.

(3.18)

Here 1
q
+ 1

q∗
= 1. and q∗ > 2. Inserting (3.17) and (3.18) into (3.14) gives

1

2

∫
ρ|ut|2dx+

d

dt

∫
(µ|∇u|2 − κ∇ρ⊗∇ρ : ∇u)dx

≤ϵ∥∇2u∥2L2 + Cψα.

(3.19)

Differentiating the continuity equation (1.1)1 with respect to xi, i = 1, 2, we get

(∂xi
ρ)t + u · ∇(∂xi

ρ) + ∂xi
u · ∇ρ = 0, (3.20)
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multiplying (3.20) by 4|∂xi
ρ|2∂xi

ρ, integration by parts over the domain BR yields

d

dt
∥∂xi

ρ∥4L4 ≤ C

∫
|∇u||∇ρ||∂xi

ρ|3dx

≤ C∥∇u∥L2∥∇ρ∥L2∥∂xi
ρ∥3L∞

≤ Cψα(t).

(3.21)

Integrating (3.21) over the time interval (0, t) lead to

sup
0≤s≤t

∥∇ρ∥4L4 ≤ C + C

∫
ψαds. (3.22)

On the other hand, since (ρ, u, P ) satisfies the following Stokes system,

−µ△u+∇P = −ρut − ρu · ∇u− κdiv(∇ρ⊗∇ρ),

applying the standard Lp-estimate yields

∥∇2u∥2L2 + ∥∇P∥2L2

≤ C∥ρut∥2L2 + C∥ρu · ∇u∥2L2 + C∥|∇ρ||∇2ρ|∥2L2

≤ C∥√ρut∥2L2 + C∥ρu∥2L4∥∇u∥L2∥∇2u∥H1 + C∥∇ρ∥2L∞∥∇2ρ∥2L2

≤ C∥√ρut∥2L2 +
1

2
∥∇2u∥2L2 + Cψα,

(3.23)

which implies that,

∥∇2u∥2L2 + ∥∇P∥2L2 ≤ C∥√ρut∥2L2 + Cψα. (3.24)

Substituting (3.24) into (3.19) and choosing ϵ suitably small, one gets

∥∇u∥2L2 +

∫ t

0

∫
ρ|ut|2dxds ≤ C + C∥∇ρ∥4L4 + C

∫ t

0

ψαds

≤ C + C

∫ t

0

ψαds,

(3.25)

where in the second inequality we have used (3.22). Thus we complete the proof of Lemma
3.2.

Remark 2. Here we want to give some comments on the proof of Lemma 3.2. As the
same with Y. Liu et. al. [13], this lemma is used to derive the L∞-estimate on ∥∇u∥L2 .
The different part is the treatment of the capillary term

∫
div(∇ρ ⊗ ∇ρ) · utdx. In the

paper of Y. Liu et. al. [13], they remark from the divergence free property of the velocity
that

∫
div(∇ρ⊗∇ρ) · utdx =

∫
△ρ∇ρ · utdx. Then combining the Hardy-type inequality

and Hölder inequality, they complete the estimate in terms of ψ(t) and ∥∇ut∥L2 . In
order to close the estimate, they have to derive the estimate of sup ∥√ρut∥L2 in the next
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step, therefore the initial value of sup ∥√ρut∥L2 will be involved, to bound this term, the
compatibility condition (1.9) is necessary. My way is different, we observe that∫

∇ρ⊗∇ρ : ∇utdx =
d

dt

∫
∇ρ⊗∇ρ : ∇udx+ 2

∫
∇(u · ∇ρ)⊗∇ρ : ∇udx, (3.26)

and to bound the first term of the right-hand side in (3.26), we also derive a new estimate
for the density, see (3.22).

Lemma 3.3. Let (ρ, u, P ) and T1 be as in Lemma 3.2. Then there exists a positive
constant α > 1, such that for all t ∈ (0, T1],

sup
0≤s≤t

(s∥√ρus∥2L2) +

∫ t

0

(∥∇2u∥
q+1
q

Lq + s∥∇2u∥2Lq + s∥∇us∥2L2)dt ≤ C exp

(
C

∫ t

0

ψαds

)
.

(3.27)

Proof. Differentiating the momentum equations (1.1)2 with respect to t, using the conti-
nuity equation (1.1)1, we derive

ρutt + ρu · ∇ut − µ△ut +∇Pt

=− ρt(ut + u · ∇u)− ρut · ∇u− κ△ρ∇(u · ∇ρ)− κ△(u · ∇ρ)∇ρ.
(3.28)

Multiplying (3.28) by ut, we get after integration by parts over BR that

1

2

d

dt

∫
ρ|ut|2dx+ µ

∫
|∇ut|2dx

≤ C

∫
ρ|u|(|∇ut|+ |∇u|2 + |u||∇2u|)dx+ C

∫
ρ|u|2|∇u||∇ut|dx

+ C

∫
ρ|ut|2|∇u|dx+

∫
|△ρ||∇(u · ∇ρ)||ut|dx+ |

∫
△(u · ∇ρ)(∇ρ · ut)dx|

:=
5∑

i=1

Ji.

(3.29)

Now let us estimate the terms on the right hand side of (3.29) one by one. First

J1 ≤ C∥ρ
1
2u∥L6∥ρ

1
2ut∥

1
2

L2∥ρ
1
2ut∥

1
2

L6(∥∇ut∥L2 + ∥∇u∥2L4)

+ C∥ρ
1
4u∥2L12∥ρ

1
2ut∥

1
2

L2∥ρ
1
2ut∥

1
2

L6∥∇2u∥L2

≤ C(1 + ∥∇u∥2L2)∥ρ
1
2ut∥

1
2

L2(∥ρ
1
2ut∥L2 + ∥∇ut∥L2)

1
2

× (∥∇ut∥L2 + ∥∇u∥2L2 + ∥∇u∥L2∥∇2u∥L2 + ∥∇2u∥L2)

≤ µ

6
∥∇ut∥2L2 + Cψα∥√ρut∥2L2 + Cψα + C(1 + ∥∇u∥2L2)∥∇2u∥2L2 .

(3.30)

Then, Hölder inequality combined with (3.16) leads to

J2 + J3 ≤ C∥ρ
1
2u∥2L8∥∇u∥L4∥∇ut∥L2 + C∥∇u∥L2∥ρ

1
2ut∥

3
2

L6∥ρ
1
2ut∥

1
2

L2

≤ µ

6
∥∇ut∥2L2 + Cψα∥√ρut∥2L2 + C(ψα + ∥∇2u∥2L2).

(3.31)
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Next,

J4 ≤ C

∫
|∇2ρ||u||△ρ||ut|dx+ C

∫
|∇ρ||∇u||△ρ||ut|dx

≤ C∥x̄a∇2ρ∥Lq∥x̄a△ρ∥Lq∥x̄−au∥Lq∗∥x̄−aut∥Lq∗

+ C∥∇ρ∥L∞∥x̄a△ρ∥Lq∥∇u∥L2∥x̄−aut∥Lq∗

≤ Cψα(1 + ∥∇u∥L2)(∥ρ
1
2ut∥L2 + ∥∇ut∥L2) + Cψα(∥ρ

1
2ut∥L2 + ∥∇ut∥L2)

≤ µ

6
∥∇ut∥2L2 + Cψα∥√ρut∥2L2 .

(3.32)

Finally,

J5 = |
∫

△(u · ∇ρ)(∇ρ · ut)dx|

≤ C

∫
|∇2ρ|2|u||ut|dx+

∫
|∇ρ||∇2ρ||∇u||ut|dx

+

∫
|∇2ρ||∇ρ||u||∇ut|dx+

∫
|∇ρ|2|∇u||∇ut|dx

≤ µ

6
∥∇ut∥2L2 + Cψα∥√ρut∥2L2 + Cψα.

(3.33)

Inserting the estimates (3.30)-(3.33) into (3.29), we get

1

2

d

dt

∫
ρ|ut|2dx+ µ

∫
|∇ut|2dx ≤ Cψα(1 + ∥ρ

1
2ut∥2L2). (3.34)

Multiplying (3.34) by t, using Gronwall inequality, we get

sup
0≤s≤t

(s∥√ρus∥2L2) +

∫ t

0

(s∥∇us∥2L2)dt ≤ C exp

(
C

∫ t

0

ψαds

)
. (3.35)

Finally, we show that∫ t

0

(
∥∇2u∥

q+1
q

Lq + ∥∇P∥
q+1
q

Lq + s∥∇2u∥2Lq + s∥∇P∥2Lq

)
ds

≤ C exp

{
C

∫ t

0

ψα(s)ds

}
.

(3.36)

Applying the Stokes estimate and Gagliardo-Nirenberg inequality, we have

∥∇2u∥Lq + ∥∇P∥Lq ≤ C(∥ρut∥Lq + ∥ρu · ∇u∥Lq + ∥|∇ρ||∇2ρ|∥Lq)

≤ C(∥ρut∥Lq + ∥ρu∥L2q∥∇u∥L2q + ∥∇ρ∥L∞∥∇2ρ∥Lq)

≤ C∥ρut∥
2(q−1)

q2−2

L2 ∥ρut∥
q2−2q

q2−2

Lq2
+ Cψα(1 + ∥∇2u∥

q−1
q

L2 )

≤ C(∥√ρut∥
2(q−1)

q2−2

L2 ∥∇ut∥
q2−2q

q2−2

L2 + ∥√ρut∥L2) + Cψα(1 + ∥∇2u∥
q−1
q

L2 ),
(3.37)
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which together with (3.7) and (3.35) implies that∫ t

0

(∥∇2u∥
q+1
q

Lq + ∥∇P∥
q+1
q

Lq )ds

≤ C

∫ t

0

s−
q+1
2q (s∥√ρut∥2L2)

q2−1

q(q2−2) (s∥∇ut∥2L2)
(q−2)(q+1)

2(q2−2) ds

+

∫ t

0

∥√ρut∥
q+1
q

L2 ds+ C

∫ t

0

ψα(1 + ∥∇2u∥
q2−1

q2

L2 )ds

≤ C sup
0≤s≤t

(s∥√ρut∥2L2)
q2−1

q(q2−2)

∫ t

0

s−
q+1
2q (s∥∇ut∥2L2)

(q−2)(q+1)

2(q2−2) ds

+ C

∫ t

0

(ψα + ∥√ρut∥2L2 + ∥∇2u∥2L2)ds

≤ C exp

{
C

∫ t

0

ψα(s)ds

}(
1 +

∫ t

0

(s
− q3+q2−2q−2

q3+q2−2q + s∥∇ut∥2L2)ds

)
≤ C exp

{
C

∫ t

0

ψα(s)ds

}
.

(3.38)

and ∫ t

0

(s∥∇2u∥2Lq + s∥∇P∥2Lq)ds

≤ C

∫ t

0

s∥√ρut∥2L2ds+ C

∫ t

0

(s∥√ρut∥2L2)
2(q−1)

q2−2 (s∥∇ut∥2L2)
q2−2q

q2−2 ds

+ C

∫ t

0

sψα(1 + ∥∇2u∥
2(q−1)

q

L2 )ds

≤ C

∫ t

0

s∥√ρut∥2L2ds+ C

∫ t

0

s∥∇ut∥2L2ds+ C

∫ t

0

(ψα + s∥∇2u∥2L2)ds

≤ C exp

{
C

∫ t

0

ψα(s)ds

}
.

(3.39)

Therefore we complete the proof of Lemma 3.3.

Lemma 3.4. Let (ρ, u, P ) and T1 be as in Lemma 3.3. Then there exists a positive
constant α > 1 such that for all t ∈ (0, T1],

sup
0≤s≤t

∥x̄aρ∥L1∩H2∩W 2,q ≤ exp

{
C exp

{
C

∫ t

0

ψαds

}}
. (3.40)

Proof. First, it follows from Sobolev inequality and that for δ ∈ (0, 1),

∥ux̄−δ∥L∞ ≤ C(δ)
(
∥ux̄−δ∥

L
4
δ
+ ∥∇(ux̄−δ)∥L3

)
≤ C(δ)

(
∥ux̄−δ∥

L
4
δ
+ ∥∇u∥L3 + ∥ux̄−δ∥

L
4
δ
∥x̄−1∇x̄∥

L
12

4−3δ

)
≤ C(δ)(ψα + ∥∇2u∥L2).

(3.41)
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Multiplying the continuity equation (1.1)1 by x̄a, after some simple calculation, we get

∂t(x̄
aρ) + u · ∇(x̄aρ)− ax̄aρu · ∇ log x̄ = 0. (3.42)

To obtain the estimate of first order spatial derivatives of x̄aρ, we differentiate (3.42) with
respect to xi, i = 1, 2:

∂t∂xi
(x̄aρ) + u · ∇∂xi

(x̄aρ) + ∂xi
u · ∇(x̄aρ)

− a∂xi
(x̄aρ)u · ∇ log x̄− ax̄aρ∂xi

(u · ∇ log x̄) = 0.
(3.43)

Multiplying (3.43) by r|∂i(x̄aρ)|r−2∂i(x̄
aρ) for r ∈ [2, q], and integrating the resulting

equality over BR, we get

d

dt
∥∇(x̄aρ)∥Lr ≤ C(1 + ∥∇u∥L∞ + ∥u · ∇ log x̄∥L∞)∥∇(x̄aρ)∥Lr

+ C∥x̄aρ∥L∞∥∇(u∇ log x̄)∥Lr .
(3.44)

To obtain the second order spatial derivatives of x̄aρ, differentiate the equation (3.43)
with respect to xj, j = 1, 2, after some calculation, one has

∂t∂xi
∂xj

(x̄aρ) + u · ∇∂xi
∂xj

(x̄aρ) + ∂ju · ∇(∂xi
(x̄aρ)) + ∂iu · ∇(∂xj

(x̄aρ))

+ ∂xi
∂xj

u · ∇(x̄aρ)− a∂xi
∂xj

(x̄aρ)u · ∇ log x̄− a∂xi
(x̄aρ)∂xj

(u · ∇ log x̄)

− a∂xj
(x̄aρ)∂xi

(u · ∇ log x̄)− a(x̄aρ)∂xi
∂xj

(u · ∇ log x̄) = 0,

(3.45)

multiplying (3.45) by r|∂i∂j(x̄aρ)|r−2∂i∂j(x̄
aρ) for r ∈ [2, q], and integrating the resulting

equality over BR, and using (1.1)1, we derive

d

dt
∥∇2(x̄aρ)∥Lr ≤ C(1 + ∥∇u∥L∞ + ∥u · ∇ log x̄∥L∞)∥∇2(x̄aρ)∥Lr

+ C∥x̄aρ∥L∞∥∇2(u∇ log x̄)∥Lr

+ C∥∇(x̄aρ)∥L∞(∥∇2u∥Lr + ∥∇(u∇ log x̄)∥Lr),

(3.46)

combining it with (3.44), and summing up for i, j = 1, 2, leads to

d

dt
∥∇(x̄aρ)∥W 1,r ≤ C(1 + ∥∇u∥L∞ + ∥u · ∇ log x̄∥L∞)∥∇(x̄aρ)∥W 1,r

+ C∥x̄aρ∥L∞(∥∇(u∇ log x̄)∥Lr + ∥∇2(u∇ log x̄)∥Lr)

+ C∥∇(x̄aρ)∥L∞(∥∇2u∥Lr + ∥∇(u∇ log x̄)∥Lr)

≤ C(ψα + ∥∇2u∥L2∩Lq)(1 + ∥∇(x̄aρ)∥W 1,r + ∥∇(x̄aρ)∥W 1,q)

(3.47)

Using (3.7), (3.36), (3.13), (3.44), (3.47), and Gronwall inequality, one thus get (3.40) ,
therefore we complete the proof of Lemma 3.4.

Now, we are in a position to give a proof of Proposition 1, which is a direct consequence
of Lemmas 3.1-3.4.
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Proof of Proposition 1. It follows from (3.4), (3.7), and (3.40) that

ψ(t) ≤ exp

{
C exp

{
C

∫ t

0

ψαds

}}
.

Standard arguments yield that for M := eCe and T0 := min{T1, (CMα)−1},

sup
0≤t≤T0

ψ(t) ≤M.

This combines with (3.24) and (3.27) gives

sup
0≤t≤T0

(t∥∇2u∥2L2 + t∥∇P∥2L2) ≤ C(M),

which together with (3.7), (3.27), (3.40) gives (3.3). Therefore the proof of Proposition 1
is completed.

4 Local existence and uniqueness of strong solutions

This section is devoting to prove the main result Theorem 1.2 with the aid of the a priori
estimates obtained in Section 3.

Let (ρ0, u0) be as in Theorem 1.2. Without loss of generality, the initial density ρ0 is
assumed to satisfy ∫

R2

ρ0dx = 1,

which implies that there exists a positive constant N0 such that∫
BN0

ρ0dx ≥ 3

4

∫
R2

ρ0dx =
3

4
. (4.1)

We construct ρR0 = ρ̂R0 +R−1e−|x|2 , where 0 ≤ ρ̂R0 ∈ C∞
0 (R2) satisfies

∫
BN0

ρ̂R0 dx ≥ 1

2
,

x̄aρ̂R0 → x̄aρ0 in L1(R2) ∩H2(R2) ∩W 2,q(R2), as R → ∞.

(4.2)

Since ∇u0 ∈ L2(R2), choosing vRi ∈ C∞
0 (BR)(i = 1, 2) such that

lim
R→∞

∥vRi − ∂iu0∥L2(R2) = 0, i = 1, 2. (4.3)

We consider the unique smooth solution uR0 of the following elliptic problem:
−△uR0 + ρR0 u

R
0 +∇PR

0 =
√
ρR0 h

R − ∂iv
R
i , in BR,

divuR0 = 0, in BR,

uR0 = 0, on ∂BR,

(4.4)
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where hR = (
√
ρ0u0) ∗ j1/R with jδ being the standard mollifying kernel with width δ.

Extending uR0 to R2 by defining 0 outside BR and denoting it by ũR0 , we claim that

lim
R→∞

(
∥∇(ũR0 − u0)∥L2(R2) + ∥

√
ρR0 ũ

R
0 −√

ρ0u0∥L2(R2)

)
= 0. (4.5)

In fact, it is easy to find that ũR0 is also a solution of (4.4) in R2. Multiplying (4.4) by ũR0
and integrating the resulting equation over R2 lead to∫

R2

ρR0 |ũR0 |2dx+
∫
R2

|∇ũR0 |2dx

≤ ∥
√
ρR0 ũ

R
0 ∥L2(BR)∥hR∥L2(BR) + C∥vRi ∥L2(BR)∥∂iũR0 ∥L2(BR)

≤ 1

2
∥∇ũR0 ∥2L2(BR) +

1

2

∫
R2

ρR0 |ũR0 |2dx+ C∥hR∥2L2(BR) + C∥vRi ∥2L2(BR),

(4.6)

which implies ∫
R2

ρR0 |ũR0 |2dx+
∫
R2

|∇ũR0 |2dx ≤ C (4.7)

for some C independent of R. This together with (4.2) yields that there exist a subse-
quence Rj → ∞ and a function ũ0 ∈ {ũ0 ∈ H1

loc(R2)|√ρ0ũ0 ∈ L2(R2),∇ũ0 ∈ L2(R2)}
such that 

√
ρ
Rj

0 ũ
Rj

0 ⇀
√
ρ0ũ0 weakly in L2(R2),

∇ũRj

0 ⇀ ∇ũ0 weakly in L2(R2).
(4.8)

Next we will show
ũ0 = u0. (4.9)

Indeed, multiplying (3.12) by a test function π ∈ C∞
0 (R2) with divπ = 0, it holds that∫

R2

∂i(ũ
Rj

0 − u0) · ∂iπdx+
∫
R2

√
ρ
Rj

0 (

√
ρ
Rj

0 ũ
Rj

0 − hRj) · πdx = 0. (4.10)

Let Rj → ∞, it follows from (4.2), (4.3) and (4.8) that∫
R2

∂i(ũ0 − u0) · ∂iπdx+
∫
R2

ρ0(ũ0 − u0) · πdx = 0, (4.11)

which implies (4.9).
Furthermore, multiplying (4.4) by ũR0 and integrating the resulting equation over R2,

by the same arguments as (4.11), we have

lim
Rj→∞

∫
R2

(ρ
Rj

0 |ũRj

0 |2 + |∇ũRj

0 |2)dx =

∫
R2

(ρ0|u0|2 + |∇u0|2)dx,

which combined with (4.8) leads to

lim
Rj→∞

∫
R2

|∇ũRj

0 |2dx =

∫
R2

|∇ũ0|2dx, lim
Rj→∞

∫
R2

ρ
Rj

0 |ũRj

0 |2dx =

∫
R2

ρ0|ũ0|2dx.
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This, along with (4.9) and (4.8), gives (4.5).
Hence, by virtue of Lemma 2.1, the initial and boundary value problem (1.1) and

(2.2) with the initial data (ρR0 , u
R
0 ) has a classical solution (ρR, uR, PR) on BR × [0, TR].

Moreover, Proposition 1 shows that there exists a T0 independent of R such that holds
for (ρR, uR, PR).

For simplicity, in what follows, we denote

Lp = Lp(R2), W k,p = W k,p(R2).

Extending (ρR, uR, PR) by zero on R2/BR and denoting it by

(ρ̃R = ϕRρ
R, ũR, P̃R)

with ϕR satisfying (3.8). First, (3.3) leads to

sup
0≤t≤T0

(
∥
√
ρ̃RũR∥L2 + ∥∇ũR∥L2

)
≤ sup

0≤t≤T0

(
∥
√
ρRuR∥L2(BR) + ∥∇uR∥L2(BR)

)
≤ C,

(4.12)
and

sup
0≤t≤T0

∥x̄aρ̃R∥L1∩L∞ ≤ C. (4.13)

Similarly, it follows from (3.3) that for q > 2,

sup
0≤t≤T0

t
1
2

(
∥
√
ρ̃RũRt ∥L2 + ∥∇2ũR∥L2

)
+

∫ T0

0

(
∥
√
ρ̃RũRt ∥2L2 + ∥∇2ũR∥2L2 + ∥∇2ũR∥

q+1
q

Lq

)
dt

+

∫ (
t∥∇2ũR∥2Lq + t∥∇ũRt ∥2L2

)
dt ≤ C.

(4.14)

Next, for p ∈ [2, q], we obtain from (3.3) and (3.40) that

sup
0≤t≤T0

∥∇2(x̄aρ̃R)∥Lp ≤ C sup
0≤t≤T0

(∥∇2(x̄aρR)∥Lp(BR)

+R−1∥∇(x̄aρR)∥Lp(BR) +R−2∥x̄aρR∥Lp(BR))

≤ C sup
0≤t≤T0

∥x̄aρR∥H2(BR)∩W 2,p(BR)) ≤ C,

(4.15)

which together with (3.41) and (3.3) yields∫ T0

0

∥∂t(x̄ρ̃R)∥2Lpdt ≤ C

∫ T0

0

∥x̄|uR||∇ρR|∥2Lp(BR)dt

≤ C

∫ T0

0

∥x̄1−auR∥2L∞∥x̄a∇ρR∥2Lp(BR)dt

≤ C.

(4.16)

By virtue of the same arguments as those of (3.27) and (3.36) , one gets

sup
0≤t≤T0

t
1
2∥∇P̃R∥L2 +

∫ T0

0

(∥∇P̃R∥2L2 + ∥∇P̃R∥
q+1
q

Lq )dt ≤ C. (4.17)
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With the estimates (4.13)-(4.17) at hand, we find that the sequence (ρ̃R, ũR, P̃R) con-
verges, up to the extraction of subsequences, to some limit (ρ, u, P ) in the weak sence,
that is, as R → ∞, we have

x̄ρ̃R → x̄ρ, in C1(BN × [0, T0]), for any N > 0, (4.18)

x̄aρ̃R ⇀ x̄aρ,weakly * in L∞(0, T0;H
2 ∩W 2,q), (4.19)√

ρ̃RũR ⇀
√
ρu,∇ũR ⇀ ∇u,weakly * in L∞(0, T0;L

2) (4.20)

∇2ũR ⇀ ∇2u,∇P̃R ⇀ ∇P,weakly in L
q+1
q (0, T0;L

q) ∩ L2(R2 × (0, T0)), (4.21)
√
t∇2ũR ⇀

√
t∇2u,weak in L2(0, T0;L

q),weak * in L∞(0, T0;L
2), (4.22)

√
t
√
ρ̃ũRt ⇀

√
t
√
ρut,

√
t∇P̃R ⇀

√
t∇P,weak * in L∞(0, T0;L

2), (4.23)
√
t∇2ũRt ⇀

√
t∇2ut,weak * in L2(R2 × (0, T0)), (4.24)

with

x̄aρ ∈ L∞(0, T0;L
1), inf

0≤t≤T0

∫
B2N0

ρ(x, t)dx ≥ 1

4
. (4.25)

Then letteing R → ∞, standard arguments together with (4.18)-(4.25) show that (ρ, u, P )
is a strong solution of on R2 × (0, T0) satisfying (1.7) and (1.8). Indeed, the existence of
a pressure P follows immediately from (1.1)1 (1.1)3 and by a classical consideration. The
proof of the existence part of Theorem 1.2 is finished.

The final work is only to prove the uniqueness of the strong solution satisfying (1.7)
and (1.8). Let (ρ, u, P ) and (ρ̄, ū, P̄ ) be two strong solutions satisfying (1.7) and (1.8)
with the same initial data, and denote

Θ := ρ− ρ̄, U := u− ū.

First, subtracting the mass equation satisfied by (ρ, u, P ) and (ρ̄, ū, P̄ ) gives

Θt + ū · ∇Θ+ U · ∇ρ = 0. (4.26)

Multiplying (4.26) by 2Θx̄2r for r ∈ (1, ã) with ã = min{2, a}, and integrating by parts
yield

d

dt

∫
|Θx̄r|2dx

≤ C∥ūx̄−
1
2∥L∞∥Θx̄r∥L2 + C∥Θx̄r∥L2∥Ux̄−(ã−r)∥

L
2q

(q−2)(ã−r)
∥x̄ã∇ρ∥

L
2q

q−(q−2)(ã−r)

≤ C(1 + ∥∇ū∥W 1,q∥Θx̄r∥2L2 + C∥Θx̄r∥L2(∥∇U∥L2 + ∥√ρU∥L2)

(4.27)

due to Sobolev inequality, (1.8), (3.16), (3.41). This combined with Gronswall inequality
shows that for all 0 ≤ t ≤ T0,

∥Θx̄r∥L2 ≤ C

∫ t

0

(∥∇U∥L2 + ∥√ρU∥L2)ds. (4.28)
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Next, taking the gradient in (4.26), multiplying the resulting equation by ∇Θ, and inte-
grating over the R2, we get

1

2

d

dt

∫
|∇Θ|2dx+

∫
(∇Θ · ∇ū) · ∇Θdx+

∫
(∇ρ · ∇U) · ∇Θdx+

∫
(∇2ρ · U) · ∇Θdx = 0.

(4.29)
Observe that

−
∫

△Θ∇ρ · Udx =

∫
∇Θ · (∇ρ · U)dx =

∫
∇Θ · (∇2ρ · U)dx+

∫
∇Θ · (∇ρ · ∇U)dx.

(4.30)
Next, subtracting the momentum equation satisfied by (ρ, u, P ) and (ρ̄, ū, P̄ ) leads to

ρUt+ρu·∇U−µ△U = −ρU ·∇ū−Θ(ūt+ū·∇ū)−∇(P−P̄ )+κ△Θ∇ρ+κ△ρ̄∇Θ. (4.31)

Multiplying by U , integration by parts and combine with (4.29) yield

d

dt

∫
(
1

2
ρ|U |2 + κ

2
|∇Θ|2)dx+

∫
µ

2
|∇U |2dx

=

∫
−ρU · ∇ū · U −Θ(ūt + ū · ∇ū) · U − κ△ρ̄∇Θ · U − κ(∇Θ · ū) · ∇Θdx

≤ C∥∇ū∥L∞

∫
(ρ|U |2 + |∇Θ|2)dx+ C

∫
|Θ||U |(|ūt|+ |ū||∇ū|)dx

+ C

∫
|△ρ̄||∇Θ||U |dx.

(4.32)

To finish the proof, we estimate the last two terms on the right hand side of (4.32). First,∫
|Θ||U |(|ūt|+ |ū||∇ū|)dx ≤ C∥Θx̄r∥L2∥Ux̄−r/2∥L4(∥ūtx̄−r/2∥L4 + ∥∇ū∥L∞∥ūx̄−r/2∥L4)

≤ C(ϵ)(∥
√
ρ̄ūt∥2L2 + ∥∇ūt∥2L2 + ∥∇ū∥2L∞)∥Θx̄r∥2L2

+ ϵ(∥√ρU∥2L2 + ∥∇U∥2L2)

≤ C(ϵ)(1 + t∥∇ūt∥2L2 + t∥∇2ū∥2Lq)

∫ t

0

(∥∇U∥2L2 + ∥√ρU∥2L2)ds

+ ϵ(∥√ρU∥2L2 + ∥∇U∥2L2),
(4.33)

and ∫
|△ρ̄||∇Θ||U |dx ≤ C∥x̄r△ρ∥Lq∥Ux̄−r/2∥Lq∗∥∇Θ∥L2

≤ C(∥√ρU∥2L2 + ∥∇U∥2L2)∥x̄r△ρ∥Lq∥∇Θ∥L2

≤ ϵ(∥√ρU∥2L2 + ∥∇U∥2L2) + C(ϵ)∥x̄r△ρ∥2Lq∥∇Θ∥2L2 .

(4.34)

Denoting

G(t) := ∥√ρU∥2L2 +

∫ t

0

(∥∇U∥2L2 + ∥√ρU∥2L2)ds,
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then substituting the above into (4.32) and choosing ϵ suitably small lead to

G′(t) ≤ C(1 + ∥x̄r△ρ∥2Lq + ∥∇ū∥L∞ + t∥∇ūt∥2L2 + t∥∇2u∥2Lq)G(t),

which together with Gronwall inequality and (1.7) implies that G(t) = 0. Hence, U(x, t) =
0 for almost everywhere (x, t) ∈ R2 × (0, T ). Finally, one can deduce from (4.28) that
Θ = 0 for almost everywhere (x, t) ∈ R2× (0, T ). The proof of Theorem 1.2 is completed.
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