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Abstract. In this paper we deal with parabolic variational inequalities of Navier-Stokes
type with time-dependent constraints on velocity fields, including gradient constraint case.
One of the objectives of this paper is to propose a weak variational formulation for varia-
tional inequalities of Navier-Stokes type and to solve them by applying the compactness
theorem, which was recently developed by the authors (cf. [22]).

Another objective is to approach to a class of quasi-variational inequalities associated
with Stefan/Navier-Stokes problems in which we are taking into account the freezing
effect of materials in fluids. As is easily understood, the phase change from liquid into
solid gives a great influence to the velocity field in the fluid. For instance, in the mussy
region, the velocity of the fluid is constrained by some obstacle caused by moving solid. We
shall challenge to the mathematical modeling of Stefan/Navier-Stokes problem as a quasi-
variational inequality and solve it as an application of parabolic variational inequalities
of Navier-Stokes type.
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1. Introduction

In this paper we study parabolic variational inequalities of Navier-Stokes type with
velocity constraint of the form

v(t) ∈ K(t), 0 < t < T, v(0) = v0;∫
Q

{vt · (v − ξ) + ν∇v · ∇(v − ξ) + (v · ∇)v · (v − ξ)}dxdt

≤
∫
Q

g · (v − ξ)dxdt, ∀ξ with ξ(t) ∈ K(t), 0 < t < T,

(1.1)

where Ω is bounded domain in R3 and Q := Ω × (0, T ), 0 < T < ∞, and K(t) is
a prescribed constraint set in the 3-dimensional solenoidal function space W 1,2

0,σ(Ω); a
positive constant ν, an initial datum v0 and a source term g are given.

We mainly consider the following two cases as K(t):

K(t) = K1(γ; t) := {z ∈ W 1,2
0,σ(Ω) | |z| ≤ γ(·, t) a.e. on Ω}, 0 ≤ t ≤ T, (1.2)

and

K(t) = K2(γ; t) := {z ∈ W 1,2
0,σ(Ω) | |∇z| ≤ γ(·, t) a.e. on Ω}, 0 ≤ t ≤ T, (1.3)

where γ is a nonnegative continuous function on Q and permitted to take ∞ somewhere
in Q; note that the continuity of γ should be understood in the extended sense. Since
it is difficult to expect the differentiability of the solution v in time, we shall discuss the
problem (1.1) in a framework of weak variational inequalities.

There are so many nonlinear dynamical systems in our real world whose mechanism
are still not clear from the theoretical point of view. For instance, we meet very interesting
phase transition phenomena in fluids, such as biofilm growth and melting ice in the sea
or lake. Our experiments suggest that in general, biofilm growth is improved in fluids,
but its mechanism makes complex by taking account of freezing or melting effect in
fluids. It is a very important task for us to provide some realistic mathematical models to
such a complex system. To this end the authors started in [20, 21, 22] the development
of mathematical tools describing various aspects of fluid dynamics; one of them is the
establishment of the theory on variational inequalities of Navier-Stokes type with velocity
constraints (1.2) and (1.3).

In each of (1.2) and (1.3), there are two cases of γ, the non-degenerate case and
degenerate case:

(Non-degenerate case) c∗ ≤ γ(x, t) ≤ ∞ on Q for a positive constant c∗.

(Degenerate case) 0 ≤ γ(x, t) ≤ ∞ on Q and γ vanishes somewhere in Q.

These cases are separately treated, because in the degenerate case we need an extended
use of Helmholtz decomposition in the solenoidal function spaces for the construction of
a weak solution (see section 4), but in the non-degenerate case we do not need it and
the treatment is much easier. So far as the case of gradient constraint (1.3) is concerned,
the variational inequality of Navier-Stokes type (1.1) is a new problem and there has not
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been any existence result on it in our knowledge. We shall prove it in the non-degenerate
case (see section 3).

In the degenerate case the existence proof of a weak solution of the problem (1.1) with
K(t) = K1(γ; t) was given in the author’s paper [20] in which the crucial step is how to
show the strong convergence of regular approximate solutions in L2(Q)3. This is quite
important to handle well the convergence of nonlinear terms in approximate variational
inequalities for which we needed the Helmholtz decomposition of solenoidal functions.
But, after the publication of the author’s original paper, a gap was found by the authors
in the usage of the Helmholtz decomposition. We shall make the correction for the gap
in section 4 of this paper under a slight additional assumption on the obstacle function γ
that

γ is Lipschitz continuous in a neighborhood of {(x, t) ∈ Q | γ(x, t) = 0}. (1.4)

The result in [20] was used in the paper [21] on the biofilm growth problem, so such an
additional assumption as (1.4) should be required in [21], too.

The second aim of this paper is to give some applications of the results obtained in this
paper to the Stefan/Navier-Stokes problem, which is a coupled system of the enthalpy
formulation of Stefan problem with convection,

wt −∆β(w) + v · ∇w = h(x, t), (x, t) ∈ Q,

w(·, 0) = w0 in Ω,
∂β(w)

∂n
+ n0β(w) = 0 on Σ := ∂Ω× (0, T ),

(1.5)

and the variational inequality of Navier-Stokes type,

v(t) ∈ Ki(γ(wε0); t), 0 < t < T, v(0) = v0;∫
Q

{vt · (v − ξ) + ν∇v · ∇(v − ξ) + (v · ∇)v · (v − ξ)}dxdt

≤
∫
Q

g · (v − ξ)dxdt, ∀ξ with ξ(t) ∈ Ki(γ(wε0); t), 0 < t < T,

(1.6)

where i = 1, 2, w0 is an initial datum, h is a given source and β(·) is a Lipschitz continuous
and increasing function on R such that

β(r) = 0, ∀r ∈ [0, 1], β′(r) > 0, ∀r > 1 or r < 0, lim
|r|→∞

β(r)

r
> 0,

and γ(·) is continuous function from R into [0,∞] such that

γ(r) = 0, ∀r ≤ 0, γ is strictly increasing on [0, 1),

γ(r) ↑ ∞ as r ↑ 1, γ(r) = ∞, ∀r ≥ 1,

γ(r) is Lipschitz continuous near r = 0.

We denote by wε0(x, t) the spatial average of w(x, t), namely

wε0(x, t) = [ρε0 ∗ w(·, t)](x) :=
∫
Ω

ρε0(x− y)w(y, t)dy, ∀x ∈ Ω,
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where ρε0(·) is the usual mollifier on R3 with support in |x| ≤ ε0. Throughout this paper,
the parameter ε0 > 0 is fixed, although it is close to 0, and we do not consider the limit
ε0 ↓ 0. In section 5 we shall prove the existence of a weak solution {w,v} to problem
(1.5)-(1.6).

Especially, the gradient obstacle problem is a new challenge to the Navier-Stokes
variational inequalities. From various different motivations it has been studied by many
researchers so far (cf. [4, 5, 6, 7, 16, 18, 31, 32]), but most of cases were treated in
the non-degenerate case. It would be expected to generalize to the degenerate case from
some serious physical/mechanical motivations in order to make more realistic modelings
in nonlinear phenomena in fluids (cf. [1, 14, 29, 30]).

(Notation)
Let Ω be a bounded domain in R3 with smooth boundary Γ := ∂Ω, Q := Ω× (0, T ),

0 < T < ∞ and Σ := Γ× (0, T ), and denote by | · |X the norm in various function spaces
X built on Ω. We consider the usual solenoidal function spaces:

Dσ(Ω) := {v = (v(1), v(2), v(3)) ∈ D(Ω)3 | divv = 0 in Ω},
Hσ(Ω) := the closure of Dσ(Ω) in L2(Ω)3, with norm | · |0,2,
V σ(Ω) := the closure of Dσ(Ω) in H1

0 (Ω)
3, with norm | · |1,2,

W σ(Ω) := the closure of Dσ(Ω) in W 1,4
0 (Ω)3,

in the case of (1.2), with norm | · |1,4;
W σ(Ω) := the closure of Dσ(Ω) in W 2,4

0 (Ω)3,

in the case of (1.3); with norm | · |2,4;

in these spaces the norms are given as usual by: for v := (v(1), v(2), v(3))

|v|0,2 :=

{
3∑

k=1

∫
Ω

|v(k)|2dx

} 1
2

, |v|1,2 :=

{
3∑

k=1

∫
Ω

|∇v(k)|2dx

} 1
2

and

|v|1,4 :=

{
3∑

k=1

∫
Ω

|∇v(k)|4dx

} 1
4

, |v|2,4 :=

{
|v|41,4 +

3∑
k,j,ℓ=1

∫
Ω

∣∣∣∣ ∂2v(k)

∂xj∂xℓ

∣∣∣∣4 dx
} 1

4

.

For simplicity we denote the dual spaces of V σ(Ω) and W σ(Ω) by V ∗
σ(Ω) and W ∗

σ(Ω),
respectively, which are equipped with their dual norms. Also, we denote the inner product
in Hσ(Ω) by (·, ·)σ and the duality between V ∗

σ(Ω) and V σ(Ω) by ⟨·, ·⟩σ, namely for

vi = (v
(1)
i , v

(2)
i , v

(3)
i ), i = 1, 2,

(v1,v2)σ :=
3∑

k=1

∫
Ω

v
(k)
1 v

(k)
2 dx, ⟨Fv1,v2⟩σ =

3∑
k=1

∫
Ω

∇v
(k)
1 · ∇v

(k)
2 dx,

where F denotes the duality mapping from V σ(Ω) onto V ∗(Ω). Then, by identifying the
dual of Hσ(Ω) with itself, we have:

V σ(Ω) ⊂ Hσ(Ω) ⊂ V ∗
σ(Ω), W σ(Ω) ⊂ C(Ω)3 (C1(Ω)3 in the case (1.3));
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and all these embeddings are compact.
By the way we introduce the usual simplified notation in the theory of Navier-Stokes

equations: ∫
Ω

(v · ∇)w · zdx :=
3∑

k,j=1

∫
Ω

v(k)
∂w(j)

∂xk

z(j)dx

for v := (v(1), v(2), v(3)), w := (w(1), w(2), w(3)) and z := (z(1), z(2), z(3)).

Since Ω is fixed throughout this paper, the spaces Dσ(Ω), V σ(Ω), Hσ(Ω) and W σ(Ω)
are simply denoted by Dσ, V σ, Hσ and W σ, respectively. When these types of spaces
are built on other open set Ω′ in R3, we write them as Dσ(Ω

′), V σ(Ω
′), Hσ(Ω

′) and
W σ(Ω

′). The notation (·, ·)σ is commonly used for the inner product in Hσ or in Hσ(Ω
′)

as well as ⟨·, ·⟩σ for the duality between W ∗
σ and W σ or W ∗

σ(Ω
′) and W σ(Ω

′) in case of
no confusion.

For the general knowledge about solenoidal function spaces and Navier-Stokes equa-
tion, we refer to the monographs [19, 34].

2. Time-derivative under constraint and compactness theorem

2.1. A compactness theorem

In this section we recall some results in [22] with the following setup:

(h1) H is a Hilbert space, and its dual H∗ is identified with H.

(h2) V is a reflexive Banach space which is dense and compactly embedded in H, there-
fore we have V ⊂ H ⊂ V ∗ with compact embeddings.

(h3) W is another reflexive and separable Banach space which is continuously embedded
in V and dense in H; since H ⊂ W ∗, we have

V ⊂ H ⊂ W ∗ with dense and compact embeddings.

(h4) V, V ∗,W and W ∗ are strictly convex.

(h5) The numbers: p > 1, p′ := p
p−1

, and T > 0 are fixed.

We begin with the definition of total variation, which refers here to the time variable.
For any function w : [0, T ] → W ∗, the total variation of w, denoted by VarW ∗(w), is
defined by

VarW ∗(w) := sup
η ∈ C1

0(0, T ;W ),
|η|L∞(0,T ;W ) ≤ 1

∫ T

0

⟨w, η′⟩W ∗,Wdt.

We refer to [10; Appendice 2] or [15; Chapter 5] for the fundamental properties of
total variation functions. Let us now define the set which will be the point of our interest
in this section.



364

The next lemma is concerned with the compactness property of functions having
bounded total variation from [0, T ] into W ∗.

Lemma 2.1. Let M be any positive number and set

X (M) :=

u ∈ Lp(0, T ;H)

∣∣∣∣∣∣∣
|u|Lp(0,T ;V ) ≤ M,

|u|L∞(0,T ;H) ≤ M,

VarW ∗(u) ≤ M

 .

Then we have:

(1) Given any sequence {un} in X (M), there is a subsequence {unk
} of {un} and a

function u ∈ X (M) such that

unk
(t) → u(t) weakly in H, ∀t ∈ [0, T ] (as k → ∞).

Hence, unk
(t) → u(t) in W ∗ for every t ∈ [0, T ].

(2) X (M) is compact and convex in Lq(0, T ;H) for every q ∈ [1,∞).

See [22; Lemma 3.3] for the proof of Lemma 2.1.

Definition 2.1. Given κ > 0, M0 > 0 and u0 ∈ H, consider the set Zp(κ,M0, u0)
in Lp(0, T ;V ) ∩ L∞(0, T ;H) given by: u ∈ Zp(κ,M0, u0) if and only if |u|Lp(0,T ;V ) ≤
M0, |u|L∞(0,T ;H) ≤ M0 and there exists f ∈ Lp′(0, T ;V ∗) such that∫ T

0

⟨f, u⟩dt ≤ M0, |f |L1(0,T ;W ∗) ≤ M0

and ∫ T

0

⟨η′ − f, u− η⟩dt ≤ 1

2
|u0 − η(0)|2H , (2.1)

∀η ∈ Lp(0, T ;V ) with η′ ∈ Lp′(0, T ;V ∗), η(t) ∈ κBW (0), ∀t ∈ [0, T ],

where BW (0) is the closed unit ball in W with center at the origin and ⟨·, ·⟩ = ⟨·, ·⟩V ∗,V .

Remark 2.1. In Definition 2.1 the variational inequality (2.1) relates f to the time
derivative of u, taking into account the convex constraint κBW (0). This is explored as
follows. We note for now that if f = u′ and u(0) = u0, then (2.1) holds for any test
function η. Indeed, for any u, η ∈ Lp(0, T ;V ) with u′, η′ ∈ Lp′(0, T ;V ∗) with u(0) = u0

we have by integration by parts∫ T

0

⟨η′ − u′, u− η⟩dt = 1

2
|u(0)− η(0)|2H − 1

2
|u(T )− η(T )|2H ≤ 1

2
|u0 − η(0)|2H .

Thus, given u ∈ Lp(0, T ;V ) ∩ L∞(0, T ;H) and u0 ∈ H, the set of all f satisfying (2.1)
includes u′, provided u′ exists in Lp′(0, T ;V ∗) and u(0) = u0. However, in general, it is
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an extremely large set; note that in the definition of Zp(κ,M0, u0), any differentiability of
u in time is not required.

Lemma 2.2. Let Zp(κ,M0, u0) be the set given by Definition 2.1. Then there is a positive
constant C∗ such that

VarW ∗(u) ≤ C∗, ∀u ∈ Zp(κ,M0, u0). (2.2)

Moreover, we can take M0 +
1
κ
M0 +

1
2κ
|u0|2H as the constant C∗

The uniform estimate (2.2) of total variation for Zp(κ,M0, u0) is directly obtained from
variational inequality (2.1). See [20; Lemma 3.2] for the proof of Lemma 2.2. Combining
both of the above lemmas, we arrive at our compactness theorem.

Theorem 2.1 (cf. [20: Theorem 3.1]) Let κ > 0, M0 > 0 be any numbers and u0

be any element in K(0). Then the set Zp(κ,M0, u0) is relatively compact in Lp(0, T ;H).
Moreover, the convex closure of Zp(κ, κ,M0), denoted by conv[Zp(κ,M0, u0)], in Lp(0, T ;V )
is bounded in Lp(0, T ;V ) and compact in Lp(0, T ;H).

Here we compare Theorem 2.1 with the Aubin compactness theorem [3] (or [27; Chap-
ter 1]), saying that for any number M0 > 0 the set

{u | |u|Lp(0,T ;V ) ≤ M0, |u′|Lq(0,T ;W ∗) ≤ M0}, 1 < p < ∞, 1 < q < ∞,

is relatively compact in Lp(0, T ;H). We can say in rough that our compactness theorem
is the one obtained by replacing “|u′|Lq(0,T ;W ∗) ≤ M0” by the total variation estimate
“VarW ∗(u) ≤ M0” in the Aubin compactness theorem.

Remark 2.2. A compactness theorem of the Aubin type was extended to various direc-
tions, for instance [13] and [23], and further to a quite general setup [33].

2.2. Time-derivative under convex constraints

We assume here (h1), (h2), (h4) except for W and (h5): we will not be using the
space W here. Again, for the sake of simplicity of notation, we write ⟨·, ·⟩ for ⟨·, ·⟩V ∗,V .

As V ∗ is strictly convex, the duality mapping F from V into V ∗, associated with the
gauge function r → |r|p−1, namely F : V → V ∗ is the subdifferential of u → 1

p
|u|pV , is

singlevalued and demicontinuous from V into V ∗.

Definition 2.2. Let {K(t)}t∈[0,T ] be a family of non-empty, closed and convex sets in V
such that there are functions α ∈ W 1,2(0, T ) and β ∈ W 1,1(0, T ) satisfying the following
property: for any s, t ∈ [0, T ] and any z ∈ K(s) there is z̃ ∈ K(t) such that

|z̃ − z|H ≤ |α(t)− α(s)|(1 + |z|
p
2
V ), |z̃|pV − |z|pV ≤ |β(t)− β(s)|(1 + |z|pV ). (2.3)

We denote by Φ(α, β) the set of all such families {K(t)}, and put

ΦS :=
∪

α∈W 1,2(0,T ), β∈W 1,1(0,T )

Φ(α, β),
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which is called the strong class of time-dependent convex sets.

Given {K(t)} ∈ ΦS, we consider the following time-dependent convex function on H:

φt
K(z) :=


1

p
|z|pV + IK(t)(z), if z ∈ K(t),

∞, otherwise,

where IK(t)(·) is the indicator function of K(t) on H. For each t ∈ [0, T ], φt
K(·) is

proper, l.s.c. and strictly convex on H and on V . By the general theory on nonlinear
evolution equations generated by time-dependent subdifferentials, see [24], condition (2.3)
is a sufficient condition in order that for any f ∈ L2(0, T ;H) and u0 ∈ K(0) (the closure
of K(0) in H), the Cauchy problem

u′(t) + ∂φt
K(u(t)) ∋ f(t), u(0) = u0, in H,

admits a unique solution u such that u ∈ C([0, T ];H) ∩ Lp(0, T ;V ) with u(0) = u0,

t
1
2u′ ∈ L2(0, T ;H) and t → tφt

K(u(t)) is bounded on (0, T ] and absolutely continuous on
any compact interval in (0, T ].

Next, taking constraints of obstacle type into account, we introduce a weak class
of time-dependent convex sets. To this end, we first recall a notion of convergence of
time–dependent convex sets introduced in [17]. This convergence is defined by means
of admissible geometrical perturbations: we choose them to be homothetic and parallel
transformations. To set this up, we define a perturbation operator Fε(t) : V → V , which
can be a sum of an expansion / contraction with an ε–dependent modulus (close to 1) and
an (ε, t)–dependent (small) parallel transformation. Roughly, the sets will be considered
to be close one to the other if after this kind of perturbation, at any time moment,
they ’fit’ one to the other. Note that we do not include rotations in our perturbation
operator in order to avoid complexity which would be irrelevant from the point of view
of applications. However, this can be done; see [26].

Definition 2.3. Let c0 be a fixed constant and σ0 be a fixed function in C([0, T ];V ) with
σ′
0 ∈ Lp′(0, T ;V ∗). Associated with these c0 and σ0, for any small positive number ε, the

mapping Fε : [0, T ]× V → V is defined by

Fε(t)z = (1 + εc0)z + εσ0(t), ∀t ∈ [0, T ], ∀z ∈ V. (2.4)

Let {K(t)}t∈[0,T ] be a family of non-empty, closed and convex sets in V and {Kn(t)}t∈[0,T ]

a sequence of such families. We say that {Kn(t)} converges to {K(t)} as n → ∞, which
is denoted by

Kn(t) =⇒ K(t) on [0, T ] ( as n → ∞),

if for any ε ∈ (0, ε1] (0 < ε1 < 1) there is a positive integer Nε satisfying

Fε(t)(Kn(t)) ⊂ K(t), Fε(t)(K(t)) ⊂ Kn(t), ∀t ∈ [0, T ], ∀n ≥ Nε.

Note that this notion of convergence depends on the choice of the perturbation operator
Fε(t), which depends itself on the constant c0 and on the function σ0. The operator’s
form defines the perturbations that we allow, and that we can further restrict by choosing
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concrete c0 and σ0. As we are going to see in the examples, it is often enough to take
them as equal to 0 or ±1. We are now ready to define the weak class of constraints, which
is the closure of the strong class with respect to this convergence.

Definition 2.4. {K(t)} ∈ ΦW , the weak class of time-dependent convex sets, if
and only if the following two conditions are satisfied:

(a) K(t) is a closed and convex set in V for all t ∈ [0, T ],

(b) there exists a sequence {{Kn(t)}}n∈N ⊂ ΦS such that Kn(t) =⇒ K(t) on [0, T ], as
n → ∞, according to Definition 2.3.

We give typical examples of {K(t)} in the weak class ΦW .

Example 2.1. Let Ω be a bounded smooth domain in R3 and Q := Ω× (0, T ). Let

H := Hσ(Ω), V := V σ(Ω),

Moreover, let γ := γ(x, t) ∈ C(Q) such that

γ ≥ c∗ on Q

for a positive constant c∗ with 0 < c∗ < 1, and choose a sequence {γn} in C2(Q) such
that γn ≥ c∗ and γn → γ in C(Q). Now, constraint sets K(t) and Kn(t) are defined by

K1(t) := {z ∈ V σ | |z(x)| ≤ γ(x, t) for a.e. x ∈ Ω}, ∀t ∈ [0, T ],

and
K1

n(t) := {z ∈ V σ | |z(x)| ≤ γn(x, t) for a.e. x ∈ Ω}, ∀t ∈ [0, T ].

Given ε > 0, take a positive integer Nε so that

|γn − γ| ≤ εc∗ on Q, ∀n ≥ Nε. (2.5)

In this case, with the choice of c0 = − 1
c∗

and σ ≡ 0, consider the mapping Fε(t) of the
form Fε(t)z = (1− ε

c∗
)z, which maps V into itself for all small ε > 0. Then we have:

(i) We show that {Kn(t)} ∈ ΦS. Fix n and note that γn ∈ C2(Q). Therefore it is
possible to take a partition 0 = t0 < t1 < t2 < · · · < tk(n) = T of [0, T ] so that

|γn(s)− γn(t)|C(Ω) ≤ L(γn)|s− t| < c∗, ∀s, t ∈ [tk−1, tk], k = 1, 2, · · · , k(n), (2.6)

where L(γn) is the Lipschitz constant of γn. Now, given z ∈ K1
n(s) and s, t ∈ [tk−1, tk],

the function z̃ = (1− |γn(s)−γn(t)|C(Ω)

c∗
)z satisfies by (2.6)

|z̃(x)| =

(
1−

|γn(s)− γn(t)|C(Ω)

c∗

)
|z(x)|

≤
(
1−

|γn(s)− γn(t)|C(Ω)

c∗

)
γn(x, s)

≤ γn(x, s)− |γn(s)− γn(t)|C(Ω)

≤ γn(x, s)− |γn(x, s)− γn(x, t)| ≤ γn(x, t)
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Thus z̃ ∈ K1
n(t) and

|z̃ − z|0,2 =
|γn(s)− γn(t)|C(Ω)

c∗
|z|0,2 ≤

L(γn)

c∗
|s− t||z|0,2.

Generally, for any s, t ∈ [0, T ] with s < t and z ∈ K1
n(s), by repeating the above

argument we can find z̃ ∈ K1
n(t) such that

|z − z̃|0,2 ≤ Ln|s− t|(1 + |z|0,2),

for a positive constant Ln depending only on n. Also, we have |∇z̃|20,2 ≤ |∇z|20,2, too.
Therefore {K1

n(t)} belongs to Φ(α, β) with p = 2, α(t) = Lnt and β(t) = 0. Thus
{K1

n(t)} ∈ ΦS.

(ii) {K1(t)} ∈ ΦW . In fact, for any zn ∈ K1
n(t), we have by (2.5)

|Fεzn| =

(
1− ε

c∗

)
|zn|

≤
(
1− ε

c∗

)
γn(·, t) ≤

(
1− ε

c∗

)
(γ(·, t) + εc∗)

≤ γ(·, t) + ε(c∗ − 1− ε) ≤ γ(·, t) a.e. on Ω,

which implies Fε(K
1
n(t)) ⊂ K1(t). Similarly, Fε(K

1(t)) ⊂ K1
n(t). Hence K1

n(t) =⇒ K1(t)
on [0, T ], and thus {K1(t)} ∈ ΦW .

Example 2.2. Under the same situation as in Example 2.1, let us consider the gradient
constraint case:

K2(t) := {z ∈ V σ | |∇z| ≤ γ(·, t) a.e. on Ω}, 0 ≤ t ≤ T.

and
K2

n(t) := {z ∈ V σ | |∇z| ≤ γn(·, t) a.e. on Ω}, 0 ≤ t ≤ T.

Then we see just in the same way as Example 2.1 that {K2
n(t)} ∈ ΦS and K2

n(t) =⇒ K2(t)
on [0, T ] (as n → ∞). Hence {K2(t)} ∈ ΦW .

Next, we introduce the time-derivative under constraint {K(t)} ∈ ΦW . Put

K := {v ∈ Lp(0, T ;V ) | v(t) ∈ K(t) for a.e. t ∈ [0, T ]}

and
K0 := {η ∈ K | η′ ∈ Lp′(0, T ;V ∗)}.

Definition 2.5. Let {K(t)} ∈ ΦW and u0 ∈ K(0). Then we define an operator Lu0

whose graph is given as follows: f ∈ Lu0u if and only if

u ∈ K, f ∈ Lp′(0, T ;V ∗),

∫ T

0

⟨η′ − f, u− η⟩dt ≤ 1

2
|u0 − η(0)|2H , ∀η ∈ K0.
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In the next theorems we mention some of important properties of Lu0 .

Theorem 2.2. Let {K(t)} ∈ ΦW and u0 ∈ K(0). Then, Lu0 is maximal monotone from
D(Lu0) ⊂ Lp(0, T ;V ) into Lp′(0, T ;V ∗), and the domain D(Lu0) is included in the set
{u ∈ C([0, T ];H) ∩ K | u(0) = u0}.

The characterization and fundamental properties of the mapping Lu0 are given in the
following theorem.

Theorem 2.3. Let {K(t)} ∈ ΦW . Then we have:

(1) Let u0 ∈ K(0). Then f ∈ Lu0u if and only if there are {{Kn(t)}} ⊂ ΦS, {un} ⊂
Lp(0, T ;V ) with un ∈ Kn := {v ∈ Lp(0, T ;V ) | v(t) ∈ Kn(t) for a.e t ∈ [0, T ]} and
u′
n ∈ Lp′(0, T ;V ∗), {fn} ⊂ Lp′(0, T ;V ∗) such that

Kn(t) =⇒ K(t) on [0, T ],

un → u in C([0, T ];H) and weakly in Lp(0, T ;V ),

fn → f weakly in Lp′(0, T ;V ∗),∫ T

0

⟨u′
n − fn, un − v⟩dt ≤ 0, ∀v ∈ Kn, ∀n,

lim sup
n→∞

∫ t2

t1

⟨fn, un⟩dt ≤
∫ t2

t1

⟨f, u⟩dt, ∀t1, t2 with 0 ≤ t1 ≤ t2 ≤ T.

(2) Let u0 ∈ K(0) and f ∈ Lu0u. Then, for any t1, t2 ∈ [0, T ] with t1 ≤ t2,∫ t2

t1

⟨η′ − f, u− η⟩dt+ 1

2
|u(t2)− η(t2)|2H ≤ 1

2
|u(t1)− η(t2)|2H , ∀η ∈ K0.

(3) Let ui0 ∈ K(0), and fi ∈ Lui0
ui for i = 1, 2. Then, for any t1, t2 ∈ [0, T ] with

t1 ≤ t2,

1

2
|u1(t2)− u2(t2)|2H ≤ 1

2
|u1(t1)− u2(t2)|2H +

∫ t2

t1

⟨f1 − f2, u1 − u2⟩dt. (2.7)

We refer to [22; Theorems 5.1 and 5.2] for the precise proof of the above theorems.

Remark 2.3. If 0 ∈ K(t) for all t ∈ [0, T ], then the relation f ∈ Lu0u gives

1

2
|u(s)|2H ≤ 1

2
|u0|2H +

∫ s

0

⟨f, u⟩dt, ∀s ∈ [0, T ];

in fact, noting 0 ∈ L00 and using (2.7), we get the above inequality.

Once the maximal monotonicity of Lu0 is proved, it is quite useful for the weak solvabil-
ity of parabolic variational inequalities with time-dependent constraint K(t). In fact, for
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any coercive maximal monotone or pseudomonotne operator A : D(A) = Lp(0, T ;V ) →
Lp′(0, T ;V ∗) and f ∈ Lp′(0, T ;V ∗) we see by the general theory on nonlinear operators of
monotone type (cf. [25; section 5]) the functional inclusion

Lu0u+ Au ∋ f in Lp′(0, T ;V ∗) (2.8)

admits a solution u.

3. Variational inequalities of Navier-Stokes type

3.1. Weak formulation of variational inequalities of Navier-Stokes type

We are given a nonnegative function γ = γ(x, t) on Q as an obstacle function such
that 0 ≤ γ(x, t) ≤ ∞ for all (x, t) ∈ Q. For simplicity we use the following notation: for
any constant c ∈ [0,∞],

Q(γ = c) := {(x, t) ∈ Q | γ(x, t) = c},

Q(γ ≥ c) := {(x, t) ∈ Q | γ(x, t) ≥ c}, Q(γ ≤ c) := {(x, t) ∈ Q | γ(x, t) ≤ c},

and similarly Q(γ > c) and Q(γ < c) are defined. Besides, for the set Q̂ := Ω × [0, T ],
Q̂(γ = c), Q̂(γ ≥ c), etc. are similarly defined, too.

We assume that γ is continuous from Q into [0,∞], namely,
the set Q(γ = ∞) is closed in Q,

∀κ ∈ (0,∞), γ is continuous on Q(γ ≤ κ),

∀M ∈ (0,∞), there is an open set UM (⊂ R4) containing Q(γ = ∞)
such that γ ≥ M on UM ∩Q.

(3.1)

It is easily seen that (3.1) is equivalent to the continuity on Q in the usual sense, of the
function

α(x, t) :=


γ(x, t)

1 + γ(x, t)
, if 0 ≤ γ(x, t) < ∞,

1. if γ(x, t) = ∞,

We are now ready to formulate our problem with the constraint sets K(t) given by

K1(γ; t) := {z ∈ V σ | |z| ≤ γ(·, t) a.e. on Ω}, 0 ≤ t ≤ T,

or
K2(γ; t) := {z ∈ V σ | |∇z| ≤ γ(·, t) a.e. on Ω}, 0 ≤ t ≤ T,

and the classes of test functions

Ki(γ) := {ξ ∈ L2(0, T ;V σ) | ξ(t) ∈ Ki(γ; t), a.e. t ∈ (0, T )}, i = 1, 2,

K1
0(γ) :=

{
ξ ∈ C1([0, T ];W σ)

∣∣∣∣∣ ξ ∈ K1(γ; t), ∀t ∈ [0, T ],

supp(|ξ|) ⊂ Q̂(γ > 0),

}
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and

K2
0(γ) :=

{
ξ ∈ C1([0, T ];W σ)

∣∣∣∣∣ ξ ∈ K2(γ; t), ∀t ∈ [0, T ],

supp(|∇ξ|) ⊂ Q̂(γ > 0)

}
and supp(|ξ|) and supp(|∇ξ|) denote the supports of |ξ| and |∇ξ|, respectively.

Definition 3.1. For given data

ν > 0 (constant), g ∈ L2(0, T ;Hσ), v0 ∈ Hσ,

our problem, referred to NSi(γ; g,v0), is to find a function v := (v(1), v(2), v(3)) from [0, T ]
into Hσ satisfying the following (i) and (ii).

(i) v(0) = v0 in Hσ, and t 7→ (v(t), ξ(t))σ is of bounded variation on [0, T ] for all
ξ ∈ Ki

0(γ).

(ii) supt∈[0,T ] |v(t)|0,2 < ∞, v ∈ Ki(γ) and∫ t

0

(ξ′(τ),v(τ)− ξ(τ))σdτ + ν

∫ t

0

⟨Fv(τ),v(τ)− ξ(τ)⟩σdτ

+

∫ t

0

∫
Ω

(v(x, τ) · ∇)v(x, τ) · (v(x, τ)− ξ(x, τ))dxdτ +
1

2
|v(t)− ξ(t)|20,2 (3.2)

≤
∫ t

0

(g(τ),v(τ)−ξ(τ))σdτ+
1

2
|v0−ξ(0)|20,2, ∀t ∈ [0, T ], ∀ξ ∈ Ki

0(γ).

Such a function v is called a weak solution of NSi(γ; g,v0), i = 1, 2.

Remark 3.1. In the non-degenerate case of γ, namely γ ≥ c∗ (> 0) on Q, Ki
0(γ) is

simply described as

Ki
0(γ) := {v ∈ C1([0, T ];W σ(Ω)) | v ∈ Ki(γ; t), ∀t ∈ [0, T ]}. (3.3)

Hence, (i) of Definition 3.1 implies that t 7→ (v(t), ξ(t))σ is of bounded variation on [0, T ]
for all ξ ∈ C1([0, T ];W σ). Similary, in the degenerate case of γ, it implies in the case
i = 1 that t 7→ (v(t), ξ(t))σ is of bounded variation on [0, T ] for all ξ ∈ C1([0, T ];W σ)
with supp(|ξ|) ⊂ Q̂(γ > 0).

We note in Definition 3.1 that v is defined for every t ∈ [0, T ] according to the given
v0, even if we do not require it to be continuous in time: our definition permits jumps
in time, including the initial time t = 0. What we will prove, is that v is a limit of
continuous approximate solutions.

The first main result of this paper is stated as follows.

Theorem 3.1 (Non-degenerate case). In addition to (3.1), assume that

γ ≥ c∗ on Q for a positive constant c∗. (3.4)
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Let i = 1 or 2. Let g ∈ L2(0, T ;Hσ) and v0 ∈ Ki(γ; 0) and{
|v0| ∈ L∞(Ω) in the case of i = 1,

|∇v0| ∈ L∞(Ω) in the case of i = 2.
(3.5)

Then there exists at least one weak solution of NSi(γ; g,v0); namely

(i) v(0) = v0 in Hσ, and t 7→ (v(t), ξ(t))σ is of bounded variation on [0, T ] for all
ξ ∈ C1([0, T ];W σ),

(ii) supt∈[0,T ] |v(t)|0,2 < ∞, v ∈ Ki(γ) and (3.2) holds.

As to the weak solvability of NS1(γ; g,v0) in the degenerate case we have:

Theorem 3.2 (Degenerate case). Assume (3.1) holds, g ∈ L2(0, T ;Hσ) and v0 ∈
K1(γ; 0) ∩ L∞(Ω)3 with

supp(|v0|) ⊂ {x ∈ Ω | γ(x, 0) > 0}.

Moreover assume that for each t ∈ [0, T ] and all small κ > 0, γ(x, t) is Lipschitz contin-
uous on Ω(γ(·, t) ≤ κ) := {x ∈ Ω | γ(x, t) ≤ κ}, namely

|γ(x, t)− γ(x′, t)| ≤ Lγ(t, κ)|x− x′|, ∀x, ∀x′ ∈ Ω(γ(·, t) ≤ κ), (3.6)

where Lγ(t, κ) is a positive constant depending on t, κ. Then NS1(γ; g,v0) has at least
one weak solution v in the sense of Definition 3.1.

In the degenerate case of γ, we need the Helmholtz decomposition of solenoidal func-
tions (cf. [19]) in the construction of weak solution of NS1(γ; g,v0); regarding problem
NS2(γ; g,v0) the degenerate case is still open question except some special cases of γ.

Remark 3.2. The degenerate case of γ, namely γ = 0 somewhere in Q, problem
NS1(γ; g,u0) was earlier discussed without condition (3.6) in the statement of the main
result ([20; Theorem 1.1]). However, after the publication of this result, unfortunately
a gap was found in the proof by the authors. In this paper, we shall make the precise
correction in section 4 of this paper.

3.2. Approximation of NSi(γ; g,v0), i = 1, 2

Our main theorems will be proved in two steps of

• Approximation of NSi(γ; g,v0),

• Convergence of approximate solutions.

We begin with the approximation of γ given by

γδ,N(r) := (γ(r) ∨ δ) ∧N, r ∈ R, 0 < δ < 1, N > 0,
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where a ∨ b = max{a, b}, a ∧ b = min{a, b} for any real numbers a, b. Clearly, γδ,N is
everywhere bounded, strictly positive and continuous on Q, and γδ,N → γ as δ ↓ 0 and
N ↑ ∞ in the sense that

∀M > 0, ∃δM > 0, ∃NM , ∃M ′
M > 0 such that

Q(γ > M) ⊂ Q(γδ,N > M ′
M), ∀δ ∈ (0, δM), ∀N > NM ,

∀k > 0, γδ,N → γ uniformly on Q(γ ≤ k) as δ → 0 and N → ∞.

(3.7)

The approximate problem NSi(γδ,N ; g,v0) to NSi(γ; g,v0) is formulated as follows:
Find a function v such that

v ∈ C([0, T ];Hσ) ∩Ki(γδ,N), v(0) = v0,

and ∫ t

0

⟨ξ′,v − ξ⟩σdτ + ν

∫ t

0

⟨Fv,v − ξ⟩σdτ

+

∫ t

0

∫
Ω

(v · ∇)v · (v − ξ)dxdτ +
1

2
|v(t)− ξ(t)|20,2 (3.8)

≤
∫ t

0

⟨g,v − ξ⟩σdτ +
1

2
|v0 − ξ(0)|20,2, ∀ξ ∈ Ki

0(γδ,N), ∀t ∈ [0, T ],

where
Ki(γδ,N) := {ξ ∈ L2(0, T ;V σ) | ξ(t) ∈ Ki(γδ,N ; t), a.e. t ∈ [0, T ]},

Ki
0(γδ,N) := {ξ ∈ C1([0, T ];W σ) | ξ(t) ∈ Ki(γδ,N ; t), ∀t ∈ [0, T ]}

with
K1(γδ,N ; t) := {z ∈ V σ | |z| ≤ γδ,N(·, t) a.e. on Ω}, ∀t ∈ [0, T ],

K2(γδ,N ; t) := {z ∈ V σ | |∇z| ≤ γδ,N(·, t) a.e. on Ω}, ∀t ∈ [0, T ].

As was seen in Examples 2.1 and 2.2 these classes {Ki(γδ,N ; t)}, i = 1, 2, belong to the
weak class ΦW , with p = 2, of time-dependent convex sets in V σ and the time derivative
Li

v0
(δ,N) associated with constraints {Ki(γδ,N ; t)} is well defined by Theorem 2.2. By

definition, f ∈ Li
v0
(δ,N)v if and only if f ∈ L2(0, T ;V ∗

σ), v ∈ Ki(γδ,N) and∫ T

0

⟨ξ′ − f ,v − ξ⟩σdt ≤
1

2
|v0 − ξ(0)|20,2, ∀ξ ∈ Ki

0(γδ,N). (3.9)

Since γδ,N ≤ N on R, there is a positive constant CN , depending only on N , such that

Ki(γδ,N ; t) ⊂ K∗ := {z ∈ V σ | |z| ≤ CN a.e. on Ω}, ∀t ∈ [0, T ], i = 1, 2.

With this set K∗, we introduce a mapping G(·, ·) : K∗ × V σ → V ∗
σ defined by

⟨G(w,v), z⟩σ :=

∫
Ω

(w · ∇)v · zdx, ∀w ∈ K∗, ∀v, z ∈ V σ.

For any fixed w ∈ K∗, the mapping z 7→ G(w,z) is bounded, linear and monotone from
V σ into V ∗

σ, because
⟨G(w,z), z⟩σ = 0, ∀z ∈ V σ, (3.10)
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by the divergencefreeness of w.

Proposition 3.1. Let g ∈ L2(0, T ;Hσ), v0 ∈ Ki(γ, 0) and assume (3.5) holds for the
initial datum v0. Then, for any small positive δ > 0 and large N > 0 there is one and
only one solution v of NSi(γδ,N ; g,v0) and it is given by the solution of

g ∈ Li
v0
(δ,N)v + νFv +G(v,v) in L2(0, T ;V ∗

σ).

Prior to the proof of Proposition 3.1 we prepare two lemmas.

Since W σ is compactly embedded in C(Ω)3 for i = 1 and in C1(Ω)3 for i = 2, there is
a positive constant κδ,N , depending on δ and N , such that

κδ,NBW σ(0) ⊂ Ki(γδ,N ; t), ∀t ∈ [0, T ], (3.11)

where BW σ(0) is the closed unit ball around the origin in W σ.

The first lemma follows immediately from the definition of G : K∗ × V σ → V ∗
σ.

Lemma 3.1. We have that

|⟨G(w,v), z⟩σ| ≤ CN |v|1,2|z|0,2, ∀w ∈ K∗, ∀v, z ∈ V σ.

By condition (3.5), v0 ∈ Ki(γδ,N ; 0) for all δ > 0 and large N . Let us consider a
functional inclusion of the form:

Li
v0
(δ,N)v + νFv +G(w,v) ∋ g in L2(0, T ;V σ). (3.12)

We observe easily that the mapping v 7→ νFv +G(w,v) is maximal monotone, strictly
monotone and coercive from L2(0, T ;V σ) into L2(0, T ;V ∗

σ). Hence, from the general
theory on monotone operators in Banach spaces (cf. [25]) it follows that the range of the
sum Li

v0
(δ,N) + νF +G(w, ·) is the whole of L2(0, T ;V ∗

σ), namely there is one and only
one v ∈ L2(0, T ;V σ) which satisfies (3.12); we denote by Siw the solution v and obtain
from the energy estimate in Remark 2.3 that

1

2
|v(t)|20,2 + ν

∫ t

0

|v(τ)|2V σ
dτ ≤ 1

2
|v0|20,2 +

∫ t

0

(g(τ),v(τ))σdt, ∀t ∈ [0, T ].

Hence

sup
t∈[0,T ]

|v(t)|20,2 + ν|v|2L2(0,T ;V σ)
≤ |v0|20,2 +

C2
0

ν
|g|2L2(0,T ;Hσ)

=: M0(u0, g) (3.13)

for a positive constant C0 satisfying |z|0,2 ≤ C0|z|1,2 for all z ∈ V σ.
On account of this result, with

K∗ :=

{
w ∈ L2(0, T ;V σ)

∣∣∣∣∣ sup
t∈[0,T ]

|w(t)|20,2 + ν|w|2L2(0,T ;V σ)
≤ M0(u0, g)

}
,
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we can define an operator Si : Ki(γδ,N) ∩K∗ → Ki(γδ,N) ∩K∗ by putting

S iw = v.

Lemma 3.2. For i = 1, 2, the operator S i is compact in Ki(γδ,N) ∩K∗ with respect to
the topology of L2(0, T ;Hσ).

Proof. Letwn be any sequence inKi(γδ,N)∩K∗ such thatwn → w weakly in L2(0, T ;Hσ)
(as n → ∞). Clearly, w ∈ Ki(γδ,N) ∩K∗, since it is closed and convex in L2(0, T ;Hσ).
Also, putting vn := S iwn, we observe from (3.13) that fn := g − νFvn −Gi(wn,vn) ∈
Li

v0
(δ,N)vn and {fn} is bounded in L2(0, T ;V ∗

σ). Noting (3.11) and applying Theorem
2.1 for the triplet

V σ ⊂ Hσ ⊂ V ∗
σ,

we see that {vn} is relatively compact in L2(0, T ;Hσ) and hence in L2(Q).
Now, we extract a subsequence {vnk

} so that vnk
→ v in L2(0, T ;Hσ) as k → ∞ for

some v; note that v ∈ Ki(γδ,N) ∩K∗. Also, from (3) of Theorem 2.3 it follows that for
all k, j

1

2
|vnk

(t)− vnj
(t)|20,2 + ν

∫ t

0

|vnk
− vnj

|21,2dτ

≤ −
∫ t

0

⟨G(wnk
,vnk

)−G(wnj
,vnj

),vnk
− vnj

⟩σdτ =: Ik,j(t).

Here we estimate Ik,j(t) by Lemma 3.1 and (3.10) as follows:

Ik,j(t) ≤ −
∫ t

0

⟨G(wnk
,vnk

− vnj
),vnk

− vnj
⟩σdτ

−
∫ t

0

⟨G(wnk
−wnj

,vnj
),vnk

− vnj
⟩σdτ

= −
∫ t

0

⟨G(wnk
−wnj

,vnj
),vnk

− vnj
⟩σdτ

≤ 2CN

∫ T

0

|vnj
|1,2|vnk

− vnj
|0,2dτ → 0 (as k, j → ∞).

As a consequence, vnk
→ v in C([0, T ];Hσ) ∩ L2(0, T ;V σ) and G(wnk

,vnk
) → G(w,v)

weakly in L2(0, T ;V ∗
σ) as k → ∞, whence fnk

→ f := g − νFv − G(w,v) weakly in
L2(0, T ;V ∗

σ) as k → ∞. Hence, by the demiclosedness of maximal monotone operators,
f ∈ Li

v0
(δ,N)v, namely

Li
v0
(δ,N)v + νFv +G(w,v) ∋ g,

which shows that S iw = v. By the uniqueness of solution of this functional inclusion,
it is concluded that S iwn = vn → v = S iw in L2(0, T ;V σ) without extracting any
subsequence from {wn}. Thus S i is compact in Ki(γδ,N)∩K∗ with respect to the topology
of L2(0, T ;Hσ). ♢

Proof of Proposition 3.1: By virtue of Lemma 3.2, the operator S i admits at least
one fixed point, v = S iv in Ki(γδ,N). Besides, by the definition (3.9) of Li

v0
(δ,N), this

fixed point v satisfies (3.8), namely v is a solution of NSi(γδ,N ; g,v0). Finally we prove
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the uniqueness of solution. Let v and v̄ be two solutions NSi(γδ,N ; g,v0). Then, by (3)
of Theorem 2.3, we have

1

2
|v(t)− v̄(t)|20,2+ν

∫ t

0

|v− v̄|21,2dτ ≤ −
∫ t

0

⟨G(v,v)−G(v̄, v̄),v− v̄⟩σdτ =: I(t). (3.14)

Just as in the proof of Lemma 3.2, the right hand side of (3.14) is dominated by

I(t) ≤ −
∫ t

0

⟨G(v − v̄,v),v − v̄⟩σdτ =

∫ t

0

⟨G(v − v̄,v − v̄),v⟩σdτ

≤ 2CN

∫ T

0

|v − v̄|1,2|v − v̄|0,2dτ

≤ 2CN

{
ε

∫ t

0

|v − v̄|21,2dτ + cε

∫ t

0

|u− ū|20,2τ
}
,

where ε is any small positive number and cε is a positive number depending only on ε.
Now, taking ε > 0 so as to satisfy 2CNε <

ν
2
, we get from (3.14) that

|v(t)− v̄(t)|20,2 + ν

∫ t

0

|v − v̄|21,2dτ ≤ C ′
∫ t

0

|v − v̄|20,2dτ, ∀t ∈ [0, T ].

where C ′ is a positive constant. According to the Gronwall inequality, we see that v = v̄
on [0, T ]. Thus the solution of NSi(γδ,N ; g,u0) is unique and the proof of Proposition 3.1
is now complete. ♢

Remark 3.3. In the case when γ is everywhere bounded and strictly positive on Q, we
have γ = γδ,N for all small δ > 0 and large N > 0, so that Proposition 3.1 gives that
NSi(γ; g,v0) has one and only one weak solution v in C([0, T ];Hσ) ∩Ki(γ).

3.3. Proof of Theorem 3.1 (Non-degenerate case)

In this subsection, we accomplish the proof of Theorem 3.1 by proving the convergence
of approximate solutions constructed by Proposition 3.1.

By assumption (3.4), we see that

γδ,N(x, t) = γ(x, t) ∧N =: γN(x, t), ∀δ with 0 < δ ≤ c∗, ∀large N > 0.

Let vN be the approximate solution of NSi(γN ; g,v0), i = 1, 2, for large N > 0.
Then, by (3.13) there exists sequences {Nn} tending to ∞ (as n → ∞) such that

vn := vNn → v weakly in L2(0, T ;V σ) and weakly∗ in L∞(0, T ;Hσ) (3.15)

for a certain function v ∈ L2(0, T ;V σ) ∩ L∞(0, T ;Hσ), satisfying

v ∈ Ki(γ). (3.16)

We note that vn is the solution of

fn := g − νFvn −G(vn,vn) ∈ Li
v0
(c∗, Nn)vn,
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which is equivalent to the variational inequality (cf. (3.8)):

vn ∈ C([0, T ];Hσ) ∩Ki(γNn), vn(0) = v0,∫ t

0

⟨ξ′ − fn,vn − ξ⟩σdτ +
1

2
|vn(t)− ξ(t)|20,2 ≤

1

2
|v0 − ξ(0)|20,2 (3.17)

∀ξ ∈ Ki
0(γNn),∀t ∈ [0, T ].

Here we note that for any ξ ∈ C1([0, T ];W σ) ⊂ C(Q)3∫ T

0

|⟨G(vn,vn), ξ⟩|dt ≤ C

∫ T

0

|vn|0,2|vn|1,2|ξ|W σdt

≤ CM0(g,v0)|ξ|L∞(0,T ;W σ)

for some positive constant C independent of n. This shows that {G(vn,vn)} is bounded
in L1(0, T ;W ∗

σ), so is {fn} in L1(0, T ;W ∗
σ). Also, by non-degenerate condition c∗ > 0,

we can choose a positive number κ so that

κBW σ(0) ⊂ Ki(γNn ; t), ∀t ∈ [0, T ], ∀n, i = 1, 2.

Hence, for a sufficient large constant M ′
0 > 0 it follows that

vn ∈ Z2(κ,M
′
0,v0), ∀n,

so that {VarW ∗
σ
(vn)} is bounded by Lemma 2.2. Moreover, by virtue of Theorem 2.1 and

Lemma 2.1, {vn} is relatively compact in L2(0, T ;Hσ) and there is a subsequence {vnk
}

such that vnk
→ v in L2(0, T ;Hσ) as k → ∞ and vnk

(t) → v(t) weakly in Hσ for every
t ∈ [0, T ]; we may assume that the limit function v is the same one as in (3.15). For
simplicity we write this subsequence by {vn}, again; we have together with (3.15) and
(3.16)

vn → v in L2(0, T ;Hσ) and weakly in L2(0, T ;V σ),

vn(t) → v(t) weakly in Hσ, ∀t ∈ [0, T ].
(3.18)

This implies that∫ t

0

⟨G(vn,vn), ξ⟩σdτ →
∫ t

0

⟨G(v,v), ξ⟩σdτ, ∀ξ ∈ C1([0, T ];W σ), ∀t ∈ [0, T ]. (3.19)

Taking any function ξ ∈ Ki
0(γ), we see that ξ is a test function for (3.17), since ξ ∈

Ki
0(γNn) for all large n. Now, substitute ξ in (3.17) and pass to the limit as n → ∞ to

have by (3.18) and (3.19) that∫ t

0

⟨ξ′,v − ξ⟩σdτ + ν

∫ t

0

⟨Fv,v − ξ⟩σ +
∫ t

0

⟨G(v,v),v − ξ⟩σdτ

+
1

2
|v(t)− ξ(t)|20,2 ≤

1

2
|v0 − ξ(0)|20,2 +

∫ t

0

⟨g,v − ξ⟩σdτ

and v is of bounded variation as a function from [0, T ] into W ∗
σ, whence the function

t 7→ (v(t), ξ(t))σ is of bounded variation on [0, T ] for each ξ ∈ Ki
0(γ) (cf. (3.3) in Remark
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3.1). Clearly v(0) = v0, because vn(0) = v0 → v(0) weakly in Hσ by (3.18). Thus v is
a weak solution of NSi(γ; g,v0). ♢

Remark 3.4. The obstacle function γ was approximated by γδ,N and this approximation
satisfies (3.7), which was used in the proof of Theorem 3.1. As is easily checked, Theorem
3.1 can be proved by means of any approximation of γ, as long as (3.7) is fulfilled, although
we need some easy modifications in the proof.

Remark 3.5. When γ is so close to 0 on some regionQ′, for the solution v ofNSi(γ; g,v0)
we see that

|v| is close to 0 on Q′ in the case of i = 1,

or
|∇v| is close to 0 on Q′ in the case of i = 2.

The former means that the velocity v is close to 0 on such a region Q′, and the latter
that v is close to a vector field independent of space variable x, namely it depend almost
only on time, but v itself is not necessarily close to 0 on Q′.

4. Degenerate case of NS1(γ; g,v0)

4.1. Helmholtz decomposition

In this subsection we suppose in addition to (3.1) that γ is nonnegative and satisfies
(3.6).

Given sequences {δn} with δn ↓ 0 and {Nn} with Nn ↑ ∞, we put

γn(x, t) = (γ(x, t) ∨ δn) ∧Nn, ∀x ∈ Ω, ∀t ∈ [0, T ], ∀n ∈ N.

Let t0 be fixed in [0, T ] with Ω0 := {x ∈ Ω | γ(x, t0) > 0} ̸= ∅ and in this subsection
denote γ(x, t0) simply by γ(x) for x ∈ Ω.

For any function z in L2(Ω0)
3, consider the Helmholtz-decomposition (cf. [19, 34])

z = z̃ +∇q, z̃ ∈ Hσ(Ω0), q ∈ L2
loc(Ω0), ∇q ∈ L2(Ω0)

3;

we note that the correspondence z → z̃ is the projection of z onto Hσ(Ω0) and Ω0 is an
open set in Ω which is possibly not Lipschitz.

Lemma 4.1. Let z, z̃, q be as above, M > 0 be any number and put

qM(x) := (q(x) ∧M) ∨ (−M), x ∈ Ω0.

Then qM ∈ H1(Ω0) and zM := z̃ +∇qM → z in L2(Ω0)
3 as M ↑ ∞.

Proof. Note that |qM(x)| ≤ M and |∇qM(x)| ≤ |∇q(x)| for a.e. x ∈ Ω0. Besides, since
qM → q a.e. on Ω0 as M ↑ ∞, we have |∇qM | ↑ |∇q| a.e. on Ω0 as M ↑ ∞. Hence we
have the conclusion of the lemma. ♢

Next consider an approximation of Ω0 by smooth (or Lipschitz) open sets. Given any
positive number ε > 0 and any set Ω′ in Ω we use the notation:

Uε(Ω
′) := {x ∈ Ω | ∃x′ ∈ Ω′ s.t. |x− x′| < ε} (ε−neighborhood of Ω′).
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Lemma 4.2. Let ε > 0 be any small number. Then there is a bounded open set ωε, with
a Lipschitz boundary, in Ω0 such that

Uε(ωε) ⊂ Ω0,

and

∀x ∈ Ω0 − ωε, ∃x′ ∈ Ω− Ω0 such that |x− x′| ≤ coε,

where c0 > 1 is a positive constant independent of ε, and moreover, ωε is increasing as
ε ↓ 0 and ∪

ε>0

ωε = Ω0, hence meas(Ω0 − ωε) → 0 as ε → 0.

The proof of Lemma 4.2 is elementary, so it is omitted.

Lemma 4.3. Let ε > 0 and ωε be the same as in Lemma 4.2. Then there is a cut-off
function αε ∈ D(Ω) such that

0 ≤ αε ≤ 1 on Ω, supp(αε) ⊂ Ω0, (4.1)

αε = 1 on ωε, αε = 0 on Ω− Ω0, (4.2)

|∇αε| ≤
C(Ω0)

ε
on Ω, (4.3)

where C(Ω0) is a positive constant depending on Ω0 (but independent of ε).

Proof. As αε we can choose the convolution

ρ ε
4
∗ χU ε

2
(ωε)

(x) :=

∫
Ω

ρ ε
4
(x− y)χU ε

2
(ωε)

(y)dy, x ∈ Ω,

where χU ε
2
(ωε)

is the characteristic function of U ε
2
(ωε) and ρ ε

4
is the 3-D mollifier with

support |x| ≤ ε
4
. The proof is elementary. See [2; 4.19] for the statement. ♢

Lemma 4.4. Let {vn} be a bounded sequence in Hσ such that

|vn(x)| ≤ γn(x), a.e. x ∈ Ω, ∀n, (4.4)

and ∫
Ω

(vn − vm) · zdx → 0 as n, m → ∞, (4.5)

for any z ∈ W σ with supp(|z|) ⊂ Ω0. Then, there is v ∈ Hσ such that vn → v weakly
in L2(Ω)3.

Proof. Let M be any positive number and q̄ ∈ H1(Ω0) with |q̄(x)| ≤ M for a.e. x ∈ Ω0.
First we shall show that

lim
n,m→∞

∫
Ω0

(vn − vm) · ∇q̄dx = 0. (4.6)
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For each small ε > 0 we take ωε with Uε(ωε) ⊂ Ω0 and a cut-off function αε as in Lemmas
4.2 and 4.3. Since αεq ∈ H1

0 (Ω), we observe with the help of estimates in Lemmas 4.2,
4.3 and (4.4) that ∣∣∣∣∫

ωε

(vn − vm) · ∇q̄dx

∣∣∣∣ = ∣∣∣∣∫
ωε

(vn − vm) · ∇(αεq̄)dx

∣∣∣∣
=

∣∣∣∣∫
Ω

(vn − vm) · ∇(αεq̄)dx −
∫
Ω−ωε

(vn − vm) · ∇(αεq̄)dx

∣∣∣∣
=

∣∣∣∣0− ∫
Ω−ωε

(vn − vm) · ∇(αεq̄)dx

∣∣∣∣
=

∣∣∣∣∫
Ω0−ωε

(vn − vm) · ∇(αεq̄)dx

∣∣∣∣
≤

∫
Ω0−ωε

(γn + γm)|∇q̄|dx+

∫
Ω0−ωε

(γn + γm)M
C(Ω0)

ε
dx.

In the last inequality we note from Lemma 4.2 that for any x ∈ Ω0−ωε there is x
′ ∈ Ω−Ω0

such that |x− x′| ≤ c0ε, so that by the Lipschitz continuity of γ we have γ(x) = |γ(x)−
γ(x′)| ≤ Lγc0ε, where Lγ = Lγ(κ, t0), with a small κ > 0, is the Lipschitz constant of
γ = γ(·, t0) in a neighborhood of Ω− Ω0. Therefore, by (4.1)-(4.3),

lim
n,m→∞

∫
Ω0−ωε

(γn + γm) · |∇q̄|dx

=

∫
Ω0−ωε

2γ|∇q̄|dx ≤ 2Lγc0ε

∫
Ω0−ωε

|∇q̄|dx → 0 as ε → 0

and

lim
n,m→∞

∫
Ω0−ωε

(γn + γm) ·M
C(Ω0)

ε
dx

=

∫
Ω0−ωε

2γM
C(Ω0)

ε
dx ≤ 2Lγc0MC(Ω0) ·meas(Ω0 − ωε) → 0 as ε → 0.

Thus we have (4.6).
Here we note that (4.5) holds for every z ∈ Hσ(Ω0), sinceW σ(Ω0) is dense inHσ(Ω0).

Next, let z be any function in L2(Ω0)
3. We denote the Helmholtz decomposition of z in

L2(Ω0)
3 by z := z̃ + ∇q, z̃ ∈ Hσ(Ω0), q ∈ L2

loc(Ω0) with ∇q ∈ L2(Ω0)
3. Given large

constant M > 0, we put

qM(x) = (q(x) ∧M) ∨ (−M), x ∈ Ω0.

By Lemma 4.1, qM ∈ H1(Ω0) and ∇qM → ∇q in L2(Ω0(t))
3 as M ↑ ∞. Then it follows

that ∣∣∣∣∫
Ω0

(vn − vm) · zdx
∣∣∣∣

=

∣∣∣∣∫
Ω0

(vn − vm) · (z̃ +∇q)dx

∣∣∣∣
≤

∣∣∣∣∫
Ω0

(vn − vm) · z̃dx
∣∣∣∣+ ∣∣∣∣∫

Ω0

(vn − vm) · ∇qMdx

∣∣∣∣
+2M ′|∇q −∇qM |L2(Ω0)3 ,
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where M ′ = supn |vn|0,2.
We derive from (4.5) and (4.6) with q̄ = qM that

lim sup
n,m→∞

∣∣∣∣∫
Ω0

(vn − vm) · zdx
∣∣∣∣ ≤ 2M ′|∇q −∇qM |L2(Ω0)3 . (4.7)

Therefore, the right hand side of (4.7) converges to 0 as M ↑ ∞, so that vn − vm → 0
weakly in L2(Ω0)

3 as n,m → ∞. This implies that vn → v in L2(Ω)3 as well as in Hσ,
since vn → 0 uniformly on Ω− Ω0 by (4.4). ♢

4.2. Proof of Theorem 3.2 (Degenerate case)

The main idea for the proof of Theorem 3.2 is found in [20], but it will be here repeated
for the completeness under the additional condition (3.6).

In the rest of this paper we use the following notation:

Ωκ(t) := {x ∈ Ω | γ(x, t) > κ}, ∀κ ≥ 0, ∀t ∈ [0, T ],

E0 := {t ∈ [0, T ] | Ω0(t) ̸= ∅};

E0 :=
∪∞

ℓ=1Eℓ is relatively open in [0, T ], where Eℓ is any connected component of E0 .
Also, we put

Q̂J(γ > κ) :=
∪
t∈J

Ωκ(t)× {t},

for any subinterval J of [0, T ]. When J = [0, T ], Q̂[0,T ](γ > 0) = Q̂(γ > 0).

We consider an exhaustion of the set Q̂(γ > 0) by means of 4-dimensional rectangulars
(parallel to the (x,t)-coordinate axis) in Q̂(γ > 0).

For each ℓ we observe that Q̂Eℓ
(γ > 0) is a countable union of sets Ωm

i × Jm
i in the

form:

Q̂Eℓ
(γ > 0) =

∞∪
m=1

Pm∪
i=1

Ωm
i × Jm

i , (4.8)

where

(a) Eℓ =
∪∞

m=1 J
m with Jm :=

∪Pm

i=1 J
m
i such that

• each Jm
i is an interval of the form [Tm, T

′
m] or (Tm, T

′
m] or [Tm, T

′
m) or (Tm, T

′
m),

• Jm is a direct sum of Jm
i and Jm is increasing in m, namely Jm ⊂ Jm+1,

(b) Ωm
i is a smooth open set in Ω such that

• Ωm
i ⊂ Ω0(tm,i) for some tm,i ∈ Jm

i , hence dist(Ωm
i ,Ω− Ω0(tm,i)) > 0.

• Ωm
i is increasing in m in the sense that Ωm

i ⊂ Ωm+1
j if t ∈ Jm

i ∩ Jm+1
j for

1 ≤ j ≤ Pm+1.

From (4.8) we see that for each t ∈ Eℓ,

meas(Ω0(t)− Ωm
i ) → 0 as m → ∞, t ∈ Jm

i .
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Let γn be the same as in the previous subsection:

γn := (γ ∨ δn) ∧Nn, δn ↓ 0, Nn ↑ ∞.

By virtue of Theorem 3.1, problem NS1(γn; g,v0) has a solution vn satisfying uniform
estimate (cf. (3.13)):

sup
t∈[0,T ]

|vn(t)|20,2 + ν|vn|2L2(0,T ;V σ)
≤ M0(v0, g) =: M0. (4.9)

From (4.9) we see that {vn} is bounded in L∞(0, T ;Hσ) ∩ L2(0, T ;V σ). Now choose a
subsequence of {vn}, denoted by the same notation for simplicity, such that

vn → v weakly∗ in L∞(0, T ;Hσ) and weakly in L2(0, T ;V σ), (4.10)

for some v ∈ L∞(0, T ;Hσ) ∩ L2(0, T ;V σ). We note that vn ∈ K1(γn) , i.e. |un| ≤ γn
a.e. on Q. Since γn → γ uniformly on Q (in the extended sense (3.7)), it follows that

|v| ≤ γ a.e. on Q, i.e. v ∈ K1(γ).

Besides, each vn satisfies the following variational inequality:∫ t

0

(ξ′(τ),vn(τ)− ξ(τ))σdτ + ν

∫ t

0

⟨Fvn(τ),vn(τ)− ξ(τ)⟩σdτ

+

∫ t

0

⟨G(vn,vn),vn − ξ⟩σdτ +
1

2
|vn(t)− ξ(t)|20,2 (4.11)

≤
∫ t

0

⟨g,vn − ξ⟩σdτ +
1

2
|v0 − ξ(0)|20,2, ∀t ∈ [0, T ], ∀ξ ∈ K1

0(γn).
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Putting
fn := g − νFvn −G(vn,vn), (4.12)

we observe that fn ∈ L2(0, T ;V ∗
σ) and {G(vn,vn)} is bounded in L1(0, T ;W ∗

σ), hence
{fn} is bounded in L1(0, T ;W ∗

σ).

Now, for each index {m, i} in (4.8) consider the sequence of approximate solutions
vn on the cylindrical open set Ωm

i × Jm
i . For simplicity we write Ω′ for Ωm

i and write
J (= [T1, T

′
1]) for Jm

i , assuming Jm
i is a closed interval [Tm,i, T

′
m,i]; any other case can

be similarly handled. With these notations, consider the spaces V σ(Ω
′), Hσ(Ω

′) and
W σ(Ω

′) built on Ω′;

W σ(Ω
′) ⊂ V σ(Ω

′), V σ(Ω
′) ⊂ Hσ(Ω

′) ⊂ W ∗
σ(Ω

′)

with dense and compact embeddings.
By the Helmholtz decomposition of vn(·, t) in L2(Ω′)3,

vn(x, t) = ṽn(x, t) +∇qn(x, t), ṽn(·, t) ∈ Hσ(Ω
′) ∩W 1,2(Ω′)3, qn(·, t) ∈ H1(Ω′);

we know (cf. [34; Chaper 1]) that |ṽn|W 1,2(Ω′)3 ≤ C(Ω′)|vn|W 1,2(Ω′)3 with some positive
constant C(Ω′) depending only on Lipschitz open set Ω′. It is easy to see from (4.9) that

sup
t∈[0,T ]

|ṽn(t)|2Hσ(Ω′) + ν|ṽn|2L2(0,T ;W 1,2(Ω′)3) ≤ M1(u0, g) =: M1. (4.13)

where M1 is a positive constant independent of n. We can regard fn(t) given by (4.12)
as a linear continuous functional, denoted by f̃n, on W σ(Ω

′), by putting

⟨f̃n(t), ξ⟩σ :=

∫
Ω′
g(x, t) · ξ(x)dx− ν

∫
Ω′
∇vn(x, t) · ∇ξ(x)dx

+

∫
Ω′
(vn(t) · ∇)vn(t) · ξ(x)dx, ∀ξ ∈ W σ(Ω

′).

The estimate (4.13) shows that {f̃n} is bounded in L1(T1, T
′
1;W

∗
σ(Ω

′)) and∫ T ′
1

T1

⟨fn,vn⟩σdt ≤
∫ T ′

1

T1

⟨g,vn⟩σdt

is bounded above; namely for a positive constant M ′
1 it holds that

|f̃n|L1(T1,T ′
1;W

∗
σ(Ω

′)) ≤ M ′
1, ∀n.

Lemma 4.5. Let Ω′ × [T1, T
′
1] := Ωm

i × [Tm,i, T
′
m,i] be as above, and let C1 be a positive

constant satisfying |z|C(Ω)3 ≤ C1|z|W σ for all z ∈ W σ. Then ṽn is of bounded variation
as a function from [T1, T

′
1] into W ∗

σ(Ω
′) and its total variation is estimated by:

VarW ∗
σ(Ω

′)(ṽn) ≤ M ′
1 +

C1M
1
2
0

κm,i

∫ T ′
1

T1

|g|0,2dt+
C1M0

2κm,i

, ∀large n, (4.14)

with the constant κm,i in condition (b) and M0 the same constant as in (3.13).
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Proof. We first show that there is a constant κ′ > 0 such that

κ′BW σ(Ω′)(0) ⊂ K1(γn; t), ∀t ∈ [T1, T
′
1], ∀large n. (4.15)

In fact, since Ω′ = Ωm
i ⊂ Ωκm,i

and γn → γ uniformly on Ω, we see that γ > κm,i on Ω′

and hence γn > κm,i on Ω
′
for all large n. Therefore, if z ∈ BW σ(Ω′)(0), then

κm,i

C1

|z|C(Ω′)3 ≤ κm,i|z|W σ(Ω′) ≤ κm,i ≤ γn(·, t) a.e. on Ω′, ∀t ∈ [T1, T
′
1], ∀ large n.

Thus we have (4.15) with κ′ =
κm,i

C1
.

Next, let ξ be any element in C1
0(T1, T

′
1;W σ(Ω

′)) with |ξ|C([T1,T ′
1];W σ(Ω′)) ≤ 1. Then,

ξ̂ := ±κ′ξ is a possible test function for (4.11), hence we get that∫ T ′
1

T1

⟨ξ̂
′
, ṽn − ξ̂⟩σdt ≤

∫ T ′
1

T1

⟨fn,vn − ξ̂⟩σdt+
1

2
|un(T1)|20,2 −

1

2
|un(T

′
1)|20,2,

whence ∫ T ′
1

T1

⟨ξ′, ṽn⟩σdt

≤ −
∫ T ′

1

T1

⟨f̃n, ξ⟩σdt+
1

κ′

∫ T ′
1

T1

(g,vn)σdt+
1

2κ′ |vn(T1)|20,2 −
1

2κ′ |vn(T
′
1)|20,2

≤
∫ T ′

1

T1

|f̃n|W ∗
σ(Ω

′)dt+
M

1
2
0

κ′

∫ T ′
1

T1

|g|0,2dt+
1

2κ′ |vn(T1)|20,2 −
1

2κ′ |vn(T
′
1)|20,2.

Consequently, we have (4.14). ♢

Corollary 4.1. Under the same assumptions and notation as in Lemma 4.5, for each
{m, i} there are a subsequence {ṽnk(m,i)

}∞k=1 of {ṽn} (depending on Ωm
i ) and a function

ṽm,i in L∞(Jm
i ;Hσ(Ω

m
i )) ∩ L2(Jm

i ;W 1,2(Ωm
i )

3) such that

ṽnk(m,i)
(t) → ṽm,i(t) weakly in L2(Ωm

i )
3, ∀t ∈ Jm

i (as k → ∞), (4.16)

hence∫
Ωm

i

(vnk(m,i)
(·, t)−vnj(m,i)

(·, t))·zdx → 0, ∀z ∈ Hσ(Ω
m
i ), ∀t ∈ Jm

i , as k, j → ∞. (4.17)

Proof. According to Lemma 4.5 and Lemma 2.1, there is a subsequence {ṽnk(m,i)
} of

{ṽn} and a function ũm,i ∈ L∞(Jm
i ;Hσ(Ω

m
i )) ∩ L2(Jm

i ;W 1,2(Ωm
i )

3) such that

ṽnk(m,i)
(t) → ṽm,i(t) weakly in Hσ(Ω

m
i ), ∀t ∈ Jm

i (as k → ∞). (4.18)

Here, for any function z ∈ L2(Ω′)3 we use the Helmholtz decomposition

z = z̃ +∇q, z̃ ∈ Hσ(Ω
m
i ), q ∈ H1(Ωm

i ),
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to see by (4.18)∫
Ωm

i

ṽnk(m.i)
(·, t) · zdx =

∫
Ωm

i

ṽnk(m,i)
(·, t) · (z̃ +∇q)dx

=

∫
Ωm

i

ṽnk(m,i)
(·, t) · z̃dx →

∫
Ωm

i

ṽm,i(·, t) · z̃dx

=

∫
Ωm

i

ṽm,i(·, t) · (z̃ +∇q)dx =

∫
Ωm

i

ṽm,i(·, t) · zdx;

hence (4.16) holds. The convergence (4.17) follows, since
∫
Ωm

i
vnk(m,i)

· zdx =
∫
Ωm

i
ṽnk(m,i)

·
zdx for z ∈ Hσ(Ω

m
i ). ♢

Corollary 4.2. Under the same assumptions and notation as in Corollary 4.1, there is
a subsequence {vnk(m)

}∞k=1 of {vn}, depending only on m, such that∫
Ω

(vnk(m)
(·, t)− vnj(m)

(·, t)) · zdx → 0, ∀z ∈ Hσ(Ω
m
i ), ∀t ∈ Jm

i , (4.19)

as k, j → ∞.

Proof. This corollary is a direct consequence of Corollary 4.1 and the definition vnk(m,i)
;

in fact, we extract a subsequence {vnk(m,i+1)
} from {vnk(m,i)

} so as to satisfy (4.17) with i
replaced by i+ 1, repeatedly for i = 1, 2, · · · , Nm − 1. As a result, we get a subsequence
{vnk(m)

} for which (4.19) holds. ♢

Lemma 4.6. Under the same assumptions and notation as in Corollary 4.2, there is a
subsequence {vnm}∞m=1 with a function v̄ : Eℓ → Hσ such that

vnm(t) → v̄(t) weakly in L2(Ω)3, ∀t ∈ Eℓ, (as m → ∞). (4.20)

Proof. We make use of the subsequences {vnk(m)
} constructed in Corollary 4.2. In the

table of these subsequences:

vn1(1)
vn2(1)

vn3(1)
· · · · · · · · · · · · · · · vnm(1)

· · ·
vn1(2)

vn2(2)
vn3(2)

· · · · · · · · · · · · · · · vnm(2)
· · ·

vn1(3)
vn2(3)

vn3(3)
· · · · · · · · · · · · · · · vnm(3)

· · ·

· · · · · · · · · · · ·
· · · · · · · · · · · ·

vn1(m)
vn2(m)

un3(m)
· · · · · · · · · · · · · unm(m)

· · ·

· · · · · · · · · · · ·

we pic up the diagonal functions vnm(m)
=: vnm and consider the subsequence {vnm}∞m=1

of {vn}.
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We shall show below that this is a required one. Let ξ be any function W σ such that
K := supp(|ξ|) ⊂ Ω0(t), t ∈ Eℓ. Since K is compact in Ω0(t), there is a positive number
κ such that γ(x, t) > κ for all x ∈ K. Therefore by condition (a), K ⊂ Ωm

i ⊂ Ω0(t) for a
large m and some i with t ∈ Jm

i , which implies by Corollary 4.2 that

0 = lim
k,j→∞

∫
Ω

(vnk(m)
(·, t)− vnj(m)

(·, t)) · ξdx = lim
m,m′→∞

∫
Ω

(vnm(·, t)− vnm′ (·, t)) · ξdx

Applying Lemma 4.4 to the sequence {vnm}, we conclude that there is v̄(t) ∈ L2(Ω)3 such
that vnm(t) → v̄(t) weakly in L2(Ω)3 for each t ∈ Eℓ as m → ∞. Thus we have (4.20). ♢

Corollary 4.3. Under the same assumptions and notation as in Lemma 4.6, we put

v̂(x, t) :=

{
v̄(x, t), (x, t) ∈ Ω× Eℓ

0, otherwise,

Then

vnm → v̂ in L2(0, T ;Hσ).

Proof. From Lemmas 4.5 and 4.6 with their corollaries adapted for every component Eℓ

we can construct a subsequence {vnm} of {vn} with a function v̄ : E0 → Hσ such that
vnm(t) → v̄(t) weakly in L2(Ω)3 for all t ∈ E0. Besides, since vnm(·, t) → 0 uniformly on
Ω− Ω0(t) for every t ∈ [0, T ]− E0, it follows consequently that vnm(t) → v̂(t) weakly in
L2(Ω)3 for all t ∈ [0, T ].

Now we recall a compactness lemma [27;Lemma 5.1, Chapter 1] to get

|vnm(t)− vnm′ (t)|20,2 ≤ ε|vnm(t)− vnm′ (t)|21,2 + Cε|vnm(t)− vnm′ (t)|2W ∗
σ
, (4.21)

∀t ∈ [0, T ], ∀m, m′,

where ε > 0 is any positive number and Cε is a positive constant depending only ε.
Integrating the above inequality in time t and lettingm, m′ → ∞ yield that vnm−vnm′ →
0 in L2(0, T ;Hσ) as m, m′ → ∞, since the last term of (4.21) tends to 0 uniformly on
[0, T ] as m, m′ → ∞. This shows that vnm → v̂ (strongly) in L2(0, T ;Hσ) (hence in
L2(Q)) as m → ∞. ♢

Proof of Theorem 3.2: Let v̂ be the same function as in Corpllary 4.3. Recalling that
vn → v weakly in L2(0, T ;V σ) and weakly∗ in L2(0, T ;Hσ) as n → ∞ (cf (4.10)), we see
that v̂ = v a.e. on Q and hence v̂ may be identified with v. In the sequel, for simplicity,
let us denote vnm by vn.

Let ξ be any function in K1
0(γ). Then ξ is a possible test function of approximate

problem NS1(γn; g,v0) for all large n, so that∫ t

0

(ξ′(τ),vn(τ)− ξ(τ))σdτ + ν

∫ t

0

⟨Fvn(τ),vn(τ)− ξ(τ)⟩σdτ

+

∫ t

0

⟨G(vn,vn),vn − ξ⟩σdτ +
1

2
|vn(t)− ξ(t)|20,2 (4.22)
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≤
∫ t

0

⟨g,vn − ξ⟩σdτ +
1

2
|v0 − ξ(0)|20,2, ∀t ∈ [0, T ],

Just as in the proof of Theorem 3.1 we obtain (cf. (3.18), (3.19))) that

1

2
|v(t)− ξ(t)|20,2 ≤ lim inf

n→∞

1

2
|vn(t)− ξ(t)|20,2

and

lim
n→∞

∫ t

0

⟨G(vn,vn), ξ⟩dτ =

∫ t

0

⟨G(v,v), ξ⟩dτ.

Hence, letting n → ∞ in (4.22) gives∫ t

0

(ξ′(τ),v(τ)− ξ(τ))σdτ + ν

∫ t

0

⟨Fv(τ),v(τ)− ξ(τ)⟩σdτ

+

∫ t

0

⟨G(v,v),v − ξ⟩σdτ +
1

2
|v(t)− ξ(t)|20,2

≤
∫ t

0

⟨g,v − ξ⟩σdτ +
1

2
|v0 − ξ(0)|20,2, ∀t ∈ [0, T ].

As to the other properties of v, we have that

v ∈ K1(γ),

vn(0) = v0 → v(0) weakly in Hσ, hence v(0) = v0.

Finally we show that t → (v(t), ξ(t))σ is of bounded variation on [0, T ]. It is enough
to show it in the case of supp(|ξ|) ⊂ Q̂Eℓ

(γ > 0) for some ℓ. In this case there is m∗

such that supp(|ξ|) ⊂
∪P ∗

m
i=1Ω

m∗
i × Jm∗

i . We use the Helmholtz decomposition of v(t) in
L2(Ωm∗

i ) which is of the form v(t) = ṽ(t) +∇q(t), ṽ(t) ∈ Hσ(Ω
m∗
i ), q(t) ∈ H1(Ωm∗

i ), for
each t ∈ Jm∗

i . By the estimate (4.14) in Lemma 4.5 we have

VarW ∗
σ(Ω

m∗
i )(ṽ) ≤ M ′

1 +
C1M

1
2
0

κm,i

∫ T ′
1

T1

|g|0,2dt+
C1M0

2κm,i

. (4.23)

In fact, since vn → v weakly in L2(Q)3, it follows that ṽn → ṽ in L2(0, T ;Hσ(Ω
m∗
i ). By

the lower semicontinuity of the total variation functional, (4.14) implies (4.23). Moreover,
for any i we observe that

|(v(t), ξ(t))σ − (v(s), ξ(s))σ| = |(ṽ(t), ξ(t))σ − (ṽ(s), ξ(s))σ|
≤ |ṽ(t)− ṽ(s)|0,2||ξ(t)|W σ + |v(s)|0,2|ξ(s)− ξ(t)|W σ , ∀s, t ∈ Jm∗

i .

From this we see easily that the total variation of t → (v(t), ξ(t))σ on Jm∗
is bounded by

const.

(
Pm∗∑
i=1

VarW ∗
σ(Ω

m∗
i )(ṽ) + |ξ′|L1(0,T ;W σ)

)
, (4.24)

and (4.24) is valid for every connected component Eℓ. Hence t → (v(t), ξ(t))σ is of
bounded variation on [0, T ]. Thus v is a weak solution of NS1(γ; g,v0). ♢

Remark 4.1. We suppose that
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• for each t ∈ [0, T ] the closure of any connected component of Ω − Ω0(t) meets the
boundary Γ.

In this case, the same type of lemma as Lemma 4.4 can be proved under gradient constraint
|∇v| ≤ γ. Therefore with some modification in the proof of Theorem 3.2, an existence
result can be shown for NS2(γ; g,v0). However, this additional geometric assumption is
too restrictive to apply this result to Stefan/Navier-Stokes problem discussed in the next
section.

5. Stefan/Navier-Stokes problems

In this section, let us consider Stefan/Navier-Stokes problem. As was mentioned in
the introduction, it is a system of the enthalpy formulation of solid-liquid phase change
in fluid flows with freezing and melting effect.

We begin with the precise formulations in non-degenerate and degenerate cases of
obstacle function, postulating that the region Ω is divided into three unknown time-
dependent regions,

Ω = Ωs(t) ∪ Ωℓ(t) ∪ Ωm(t),

which are respectively called the solid, liquid and mixture (mussy) regions, and velocity
constraint depends on the order parameter of phase, namely the velocity field is inde-
pendent of space variable x on Ωs(t), governed by Navier-Stokes equation in Ωℓ(t) and
constrained by an order parameter dependent obstacle function in Ωm(t). In our model,
one of main ideas is that the dynamics of velocity field is described as a quasi-variational
inequality of Navier-Stokes type.

5.1. Variational formulation of Stefan/Navier-Stokes problem

First of all we give the weak variational formulations of Stefan/Navier-Stokes problems
with constraints on the velocity and its gradient.

Let β = β(r) be a non-decreasing and Lipschitz continuous function with Lipschitz
constant Lβ from R into R such that lim inf

|r|→∞

β(r)

|r|
> 0, β(r) = 0 for r ∈ [0, 1],

β(r) is strictly increasing for r < 0 and for r > 1.

(5.1)

Let β̂ := β̂(r) be the primitive of β given by β̂(r) :=
∫ r

0
β(s)ds for all r ∈ R. Clearly

β̂(0) = 0, β(r) = β̂′(r)

(
=

dβ̂(r)

dr

)
, ∀r ∈ R.

Next, let γ = γ(r) be a non-negative and non-decreasing continuous function from R into
[0,∞] and consider the following two cases:
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(Non-degenerate case)
γ(r) ≥ c∗ > 0 for r ∈ R, where c∗ is a positive constant,

γ is strictly increasing on [0, 1),

γ(r) ↑ ∞ as r ↑ 1, γ(r) = ∞ for r ≥ 1.

(5.2)

(Degenerate case)
γ(r) = 0 for r ≤ 0, γ is strictly increasing on [0, 1)

γ(r) ↑ ∞ as r ↑ 1, γ(r) = ∞ for r ≥ 1,

γ(r) is locally Lipschitz continuous in a neighborhood of r = 0.

(5.3)

For the enthalpy formulation of the Stefan problem we introduce some function spaces.
Let V := H1(Ω) with norm

|z|V :=

{∫
Ω

|∇z|2dx+ n0

∫
Γ

|z|2dΓ
} 1

2

, ∀z ∈ V,

where n0 is a fixed positive number and dΓ is the usual surface measure on Γ. The dual
space V ∗ is equipped with the dual norm of V . In this case

V ⊂ L2(Ω) ⊂ V ∗ with dense and compact embeddings

and the duality mapping F : V → V ∗ is given by

⟨Fu, z⟩ :=
∫
Ω

∇u · ∇zdx+ n0

∫
Γ

uzdΓ, ∀u, z ∈ V, (5.4)

where ⟨·, ·⟩ = ⟨·, ·⟩V ∗,V . We know that F is linear, continuous and uniformly monotone
from V onto V ∗. Now we set up an inner product (·, ·)∗ in V ∗ by

(u∗, z∗)∗ := ⟨u∗, F−1z∗⟩, ∀u∗, z∗ ∈ V ∗;

note that V ∗ is a Hilbert space with this inner product (·, ·)∗. Moreover, we define a
proper, l.s.c. and convex function φ(·) on V ∗ by

φ(z) :=


∫
Ω

β̂(z(x))dx, for z ∈ L2(Ω),

∞, for z ∈ V ∗ − L2(Ω).

We know (cf. [11, 12]) that the subdifferential ∂∗φ(·) of φ(·) in the Hilbert space V ∗ is a
singlevalued mapping in V ∗ such that

D(∂∗φ) := {z ∈ L2(Ω) | β(z) ∈ V } and ∂∗φ(z) = Fβ(z), ∀z ∈ D(∂∗φ). (5.5)

The following evolution equation is considered in the space V ∗ as the enthalpy formu-
lation of the Stefan problem:

w′(t) + ∂∗φ(w(t)) + div (w(t)v(t)) = h(t) in V ∗, t ∈ (0, T ),

w(0) = w0,
(5.6)
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where v := v(x, t) is a vector field on Q in L2(0, T ;V σ) as well as w0 ∈ L2(Ω) and
h ∈ L2(Q).

On account of the results in [11, 12], the problem (5.6) with v ≡ 0 admits one and
only one solution w ∈ W 1,2(0, T ;V ∗) ∩ Cw([0, T ];L

2(Ω)) such that t 7→
∫
Ω
β̂(w(·, t))dx is

absolutely continuous on [0, T ], where Cw([0, T ];L
2(Ω)) is the space of all weakly contin-

uous functions from [0, T ] into L2(Ω). We notice from (5.4) and (5.5) that (5.6) is written
in the form

w′(t) + F (β(w(t)) + div (w(t)v(t)) = h(t) in V ∗, a.e. t ∈ (0, T ), w(0) = w0, (5.7)

or

wt −∆β(w) + v · ∇w = h in Q,
∂β(w)

∂n
+ n0β(w) = 0 on Σ, w(·, 0) = w0 on Ω, (5.8)

(in the distribution sense);

note here that v · ∇w = div (wv) is the convective term for the enthalpy w caused by the
fluid flow.

We are now consider a coupled system of (5.7) (hence (5.8)) and the variational in-
equality of Navier-Stokes type discussed in sections 2∼4:

v ∈ Ki(γ(wε0)), v(0) = v0,∫ t

0

(ξ′(τ),v(τ)− ξ(τ))σdτ + ν

∫ t

0

⟨Fv(τ),v(τ)− ξ(τ)⟩σdτ

+

∫ t

0

⟨G(v,v),v − ξ⟩σdτ +
1

2
|v(t)− ξ(t)|20,2 (5.9)

≤
∫ t

0

⟨g,v − ξ⟩σdτ +
1

2
|v0 − ξ(0)|20,2, ∀t ∈ [0, T ], ∀ξ ∈ Ki

0(γ(w
ε0)).

In the above formulation, for i = 1, 2 the constraint sets Ki(γ(wε0); t), the classes
Ki(γ(wε0)) of test functions and Ki

0(γ(w
ε0)) of smooth test functions are defined by as

follows:

wε0(x, t) =

∫
Ω

ρε0(x− y)w(y, t)dy, x ∈ Ω,

K1(γ(wε0); t) := {z ∈ V σ | |z| ≤ γ(wε0(·, t)) a.e. on Ω}, t ∈ [0, T ], (5.10)

K1(γ(wε0)) := {ξ ∈ L2(0, T ;V σ) | ξ(t) ∈ K1(γ(wε0 ; t) a.e. t ∈ (0, T )}, (5.11)

K1
0(γ(w

ε0)) :=

{
ξ ∈ C1([0, T ];W σ)

∣∣∣∣∣ |ξ| ≤ γ(wε0) on Q,

supp(|ξ|) ⊂ Q̂(γ(wε0 > 0))

}
(5.12)

and

K2(γ(wε0); t) := {z ∈ V σ | |∇z| ≤ γ(wε0(·, t)) a.e. on Ω}, t ∈ [0, T ], (5.13)

K2(γ(wε0)) := {ξ ∈ L2(0, T ;V σ) | ξ(t) ∈ K2(γ(wε0 ; t) a.e. t ∈ (0, T )}, (5.14)
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K2
0(γ(w

ε0)) :=

{
ξ ∈ C1([0, T ];W σ)

∣∣∣∣∣ |∇ξ| ≤ γ(wε0) on Q,

supp(|∇ξ|) ⊂ Q̂(γ(wε0 > 0))

}
. (5.15)

The initial datum v0 and source g are respectively prescribed in V σ and in L2(0, T ;Hσ).

Definition 5.1. For given data

w0 ∈ L2(Ω), h ∈ L2(Q), g ∈ L2(0, T ;Hσ), v0 ∈ Hσ(Ω),

our problem, referred to SNSi(β, γ;h, g, w0,v0), i = 1, 2, is to find a pair of functions
{w,v} from [0, T ] into V ∗ ×Hσ satisfying the following (i), (ii), (iii) and (iv):

(i) w ∈ W 1,2(0, T ;V ∗) ∩ L∞(Q) ∩ Cw([0, T ];L
2(Ω)), w(0) = w0 and t 7→

∫
Ω
β̂(x, t)dx is

absolutely continuous on [0, T ],

(ii) v ∈ L∞(0, T ;Hσ) ∩ Ki(γ(wε0)), v(0) = v0 and t 7→ (v(t), ξ(t))σ is of bounded
variation on [0, T ] for every ξ ∈ C1([0, T ];W σ) with

supp(|ξ|) ⊂ Q̂(γ(wε0) > 0) for i = 1, supp(|∇ξ|) ⊂ Q̂(γ(wε0) > 0) for i = 2,

(iii) w satisfies the evolution equation of (5.6) (hence (5.7)).

(iv) v satisfies (5.9).

Such a pair of functions {w,v} is called a weak solution of SNSi(β, γ;h, g, w0,v0).

The existence results are stated in the following two theorems.

Theorem 5.1. (Non-degenerate case) Assume that the data w0, h, v0 and g satisfy

w0 ∈ L∞(Ω), h ∈ L∞(Q), (5.16)

and

v0 ∈ V σ, g ∈ L2(0, T ;Hσ),
|v0| ∈ L∞(Ω), |v0| ≤ γ(wε0

0 ) a.e. on Ω in the case of i = 1,
|∇v0| ∈ L∞(Ω), |∇v0| ≤ γ(wε0

0 ) a.e. on Ω in the case of i = 2,
(5.17)

where wε0
0 (x) =

∫
Ω
ρε0(x−y)w0(y)dy, x ∈ Ω. Moreover, assume that β and γ satisfy (5.1)

and (5.2), respectively. Then SNSi(β, γ;h, g, w0,v0), i = 1, 2, admits at least one weak
solution {w,v}.

Remark 5.1. In the non-degenerate case of γ the classes Ki
0(γ(w

ε0)), i = 1, 2, of admis-
sible test functions are given by

K1
0(γ(w

ε0)) := {ξ ∈ C1([0, T ];W σ) | |ξ| ≤ γ(wε0) on Q},

and
K2

0(γ(w
ε0)) := {ξ ∈ C1([0, T ];W σ) | |∇ξ| ≤ γ(wε0) on Q}.
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Therefore, just as the case of Theorem 3.1, the mathematical treatment of non-degenerate
case is much easier than the degenerate one.

Theorem 5.2. (Degenerate case) Assume that (5.1) and (5.3) are satisfied. For the
data w0, h, v0 and g, in addition to (5.16) and (5.17) for i = 1, suppose that

supp(|v0|) ⊂ {x ∈ Ω | γ(wε0
0 (x)) > 0}. (5.18)

Then SNS1(β, γ;h, g, w0,v0) admits at least one weak solution {w,v} in the sense of
Definition 5.1 for i = 1.

The solvability of SNS2(β, γ;h, g, w0,v0) under gradient constraint is an open ques-
tion in the degenerate case in which some difficulties arise just as in the case ofNS2(γ; g,v0).

5.2. Approximate problems

We approximate the functions β and γ by βδ and γδ,N for each small δ > 0 and large
N > 0, which are defined by

βδ(r) := β(r) + δr, ∀r ∈ R

and

γδ,N(r) := (γ(r) ∨ δ) ∧N, ∀r ∈ R.

The proper, l.s.c. and convex function φδ(·) is defined by

φδ(z) :=


∫
Ω

β̂δ(z(x))dx, for z ∈ L2(Ω),

∞, for z ∈ V ∗ − L2(Ω),

where β̂δ(r) :=
∫ r

0
βδ(s)ds for r ∈ R. It is easy to see that φδ converges to φ in the sense

of Mosco [28] as δ ↓ 0. Also, the evolution equation

w′(t) + ∂∗φδ(w(t)) + div (w(t)v(t)) = h(t) in V ∗, a.e. t ∈ (0, T ), w(0) = w0, (5.19)

is formulated similarly in the case (5.6). This is equivalently written in the form:

w′(t) + Fβδ(w(t)) + div (w(t)v(t)) = h(t) in V ∗, a.e. t ∈ (0, T ), w(0) = w0. (5.20)

Lemma 5.1. Let {wn} and {vn} be bounded sequences in L∞(Q) and L2(0, T ;V σ),
respectively, and let w ∈ L∞(Q) and v ∈ L2(0, T ;V σ) such that

wn → w weakly in L2(Q), vn → v in L2(0, T ;Hσ).

Then

div (wnvn) → div (wv) weakly in L2(0, T ;V ∗). (5.21)

Moreover, if wn → w in L2(Q), then the convergence of (5.21) holds in L2(0, T ;V ∗).
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Proof. First we note by the boundedness of {wn} in L∞(Q) that wn → w weakly∗ in
L∞(Q). For any function z∗ ∈ L2(0, T ;V ∗) we have

∣∣∣∣∫ T

0

(div (wnvn − wv), z∗)∗dt

∣∣∣∣
=

∣∣∣∣∫
Q

div (wnvn − wv)F−1z∗dxdt

∣∣∣∣
=

∣∣∣∣∫
Q

((wn − w)v + wn(vn − v)) · ∇F−1z∗dxdt

∣∣∣∣
≤

∣∣∣∣∫
Q

(wn − w)v · ∇F−1z∗dxdt

∣∣∣∣+ ∫
Q

|wn||vn − v||∇F−1z∗|dxdt

≤
∣∣∣∣∫

Q

(wn − w)v · ∇F−1z∗dxdt

∣∣∣∣+ C|vn − v|L2(0,T ;Hσ)|z∗|L2(0,T ;V ∗),

→ 0 as n → ∞,

where C = supn∈N |wn|L∞(Q). Hence (5.21) is obtained. In particular, if wn → w in
L2(Q), then the last convergence holds in the strong topology of L2(0, T ;V ∗). ♢

Lemma 5.2. Assume that (5.18) holds and let v be any function in L2(0, T ;V σ). Then
we have:

(a) For each δ > 0, problem (5.6) (hence (5.7)) has a unique solution w inW 1,2(0, T ;V ∗)∩
L2(0, T ;V ) ∩ C([0, T ];L2(Ω)) such that

√
tw′ ∈ L2(0, T ;L2(Ω)) and

√
t|∇w|L2(Ω) ∈

L∞(0, T ).

(b) For each δ > 0, the solution w of (5.6) satisfies that

sup
t∈[0,T ]

|w(t)|2L2(Ω) + δ|w|2L2(0,T ;V ) ≤ |w0|2L2(Ω) +
C2

2

δ
|h|2L2(Q), (5.22)

sup
t∈[0,T ]

∫
Ω

β̂δ(w(t))dx+
1

2
|βδ(w)|2L2(0,T ;V ) ≤

∫
Ω

β̂(w0)dx+|w0|2L2(Ω)+
C2

2

2
|h|2L2(Q), (5.23)

|w|L∞(Q) ≤ R0, ∀δ ∈ (0, 1], (5.24)

where C2 is a positive constant satisfying |z|L2(Ω) ≤ C2|z|V for all z ∈ V and R0 is
a positive constant independent of δ ∈ (0, 1] and v.

Proof. There are several approaches to the solvability of the approximate problem (5.7).
Here we are going to use the L-pseudomonotone theory (cf. [8, 9]) for it.

First we consider the case of v ∈ L∞(Q)3. In this case we observe that the opera-
tor Aw := −∆(βδ(w)) + div (wv) is coercive and L-pseudomotone from L2(0, T ;V ) into
L2(0, T ;V ∗) in case L = Lw0 is the time-derivative d

dt
associated for constraint K(t) = V

(see section 2). Therefore, applying a result in [8, 9], the range of Lw0 +A is the whole of
L2(0, T ;V ∗); namely, given h ∈ L2(Q), there is w ∈ L2(0, T ;V ) such that Lw0w+Aw = h
in L2(0, T ;V ∗). Moreover, since βδ(·) is bi-Lipschitz continuous on R, it follows from the
general theory in [24; Chapter 2] that the solution w of (5.20) has the required regularity



394

properties, and as to the uniqueness of solutions, for two solutions wk, k = 1, 2, of (5.20)
associated for the initial datum wk0 ∈ L2(Ω) and the source hk ∈ L2(Q) we have for all
t ∈ [0, T ]

|(w1(t)− w2(t))
+|L1(Ω) ≤ |(w10 − w20)

+|L1(Ω) +

∫ t

0

|(h1(τ)− h2(τ))
+|L1(Ω)dτ,

where (·)+ denotes the positive part of (·). In particular, if w10 = w20 and h1 = h2, then
this shows w1 = w2 on Q, namely the uniqueness of the solution of (5.20). Thus we have
(a).

Next we show (b). Multiplying (5.20) by w and noting that∫
Ω

dvi (w(x, t)v(x, t))w(x, t)dx = −
∫
Ω

w(x, t)v(x, t) · ∇w(x, t)dx

= −
∫
Ω

v(x, t) · ∇
(
1

2
w(x, t)2

)
dx

=
1

2

∫
Ω

divv(x, t)w(x, t)2dx = 0

we have that

1

2

d

dt
|w(t)|2L2(Ω) + δ

∫
Ω

{β′(w(x, t))|∇w(x, t)|2 + δ|∇w(x, t)|2}dx

+n0

∫
Γ

{β(w(x, t))w(x, t) + δ|w(x, t)|2}dΓ ≤
∫
Ω

|h(x, t)||w(x, t)|dx

for all t ∈ [0, T ]. By integrating it over [0, T ] in time, we have an estimate of the form
(5.22). The estimate (5.23) is similarly obtained. In fact, multiply (5.20) by βδ(w). Then

d

dt

∫
Ω

β̂δ(x, t)dx+

∫
Ω

|∇βδ(w(x, t))|2dx+ n0

∫
Γ

|βδ(w)|2dΓ ≤
∫
Ω

hβδ(w(x, t))dx.

Integrating this over [0, t] in time, we easily get an estimate of the form (5.23).
Next, let R1 be a positive constant such that |w0|L∞(Ω) ≤ R1 and |h|L∞(Q) ≤ R1. Note

that the solution w of (5.20) satisfies

wt −∆βδ(w) + v · ∇w = h a.e. in Q,
∂βδ(w)

∂n
+ n0βδ(w) = 0 a.e. on Σ.

Multiplying this by (w −R1 −R1t)
+, we obtain that∫

Ω

(wt −R1)(w −R1 −R1t)
+dx+

∫
Ω

β′
δ(w)|∇(w −R1 −R1t)

+|2dx

+

∫
Ω

1

2
v · ∇[(w −R1 −R1t)

+]2dx =

∫
Ω

(h−R1)(w −R1 −R1t)
+dx ≤ 0.

In the above inequality the second integral is non-negative and third integral is zero
becaose of the divergencefreeness of v, so that

d

dt

∫
Ω

|(w(t)−R1 −R1t)
+|2dx ≤ 0 a.e. t ∈ [0, T ].
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Hence ∫
Ω

|(w(t)−R1 −R1t)
+|2dx ≤

∫
Ω

|(w0 −R1)
+|2dx = 0, ∀t ∈ [0, T ],

namely w ≤ R1 +R1T =: R0 a.e. on Q and (5.24) is obtained.
In the general case of v ∈ L2(0, T ;V σ), we approximate v by a bounded solenoidal

function vε, ε > 0, so that |v − vε|L2(0,T ;V σ) ≤ ε. For each ε > 0 we denote by wε

the solution of (5.18) associated for convection vector vε. Then, by the above results,
estimates (5.22), (5.23) and (5.24) hold true and they are independent of ε. By using
these uniform estimates and Lemma 5.1, it is not difficult to show that wε converges to
the solution w of (5.19) as ε → 0, and we have the conclusion of the lemma. ♢

According to Lemma 5.2, we see that the solution w of (5.6) (hence (5.7)) is constructed
in the class

Y :=

{
w ∈ W 1,2(0, T ;V ∗)

∣∣∣∣∣ w(0) = w0, βδ(w) ∈ L2(0, T ;V ),

(5.22), (5.23) and (5.24) hold for all δ ∈ (0, 1]

}
.

With the functions βδ and γδ,N approximate problem SNSi(β, γδ,N ;h, g, w0,v0) is formu-
lated as follows.

We use the notation Ki(γδ,N ; t), Ki(γδ,N(w
ε0)) and Ki

0(γδ,N(w
ε0)), etc., which are

defined by (5.12)-(5.17) with γ replaced by γδ,N .

Definition 5.2. We denote by SNSi(βδ, γδ,N ;h, g, w0,v0) the problem to find a pair of
functions {w,v} which satisfies:

(i) w ∈ W 1,2(0, T ;V ∗) ∩ L2(0, T ;V ) ∩ C([0, T ];L2(Ω)), w(0) = w0 and

w′(t) + F (βδ(w(t))) + div (w(t)v(t)) = h(t) in V ∗, a.e. t ∈ (0, T ),

(ii) v ∈ C([0, T ];Hσ) ∩Ki(γδ,N(w
ε0)), v(0) = v0 and∫ t

0

(ξ′(τ),v(τ)− ξ(τ))σdτ + ν

∫ t

0

⟨Fv(τ),v(τ)− ξ(τ)⟩σdτ

+

∫ t

0

⟨G(v,v),v − ξ⟩σdτ +
1

2
|v(t)− ξ(t)|20,2

≤
∫ t

0

⟨g,v − ξ⟩σdτ +
1

2
|v0 − ξ(0)|20,2, ∀t ∈ [0, T ], ∀ξ ∈ Ki

0(γδ,N(w
ε0)),

As to the approximate problem SNSi(βδ, γδ,N ;h, g, w0,v0) we prove:

Proposition 5.1. Assume (5.16) and (5.17) hold for the data. Then for each δ > 0
and N > 0 there is at least one solution {wδ,N ,vδ,N} of SNSi(βδ, γδ,N ;h, g, w0,v0) in the
sense of Definition 5.2 such that

|wδ,N |L∞(Q) ≤ R0 (5.25)
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and

sup
t∈[0,T ]

|vδ,N(t)|20,2 + ν|vδ,N |2L2(0,T ;V σ)
≤ |v0|20,2 +

C2
0

ν
|g|2L2(0,T ;Hσ)

, (5.26)

where R0 is the same one as in (b) of Lemma 5.1 and C0 is a positive constant satisfying
|z|0,2 ≤ C0|z|1,2 for all z ∈ V σ.

Proof. We shall prove the proposition by the Schauder fixed point argument.
(Step 1) Let v̄ be any function in L2(0, T ;V σ) ∩ L∞(Q)3 and denote by w the unique
solution of

w′(t) + Fβδ(w(t)) + div (w(t)v̄(t)) = h(t) in V ∗, a.e. t ∈ (0, T ), w(0) = w0. (5.27)

By Lemma 5.1, w ∈ W 1,2(0, T ;V ∗)∩L2(0, T ;V ) and |w|L∞(Q) ≤ R0. Since γδ,N ≥ δ on R,
we have

δ

C1

BW ∗
σ
(0) ≤ Ki(γδ,N(w

ε0); t), ∀t ∈ [0, T ], (5.28)

where C1 is a positive constant satisfying

|z|C(Ω)3 ≤ C1|z|W σ in the case of i = 1; |∇z|C(Ω)3 ≤ C1|z|W σ in the case of i = 2.

In particular, if γ is non-degenerate, i.e. γ ≥ c∗, then

c∗
C1

BW ∗
σ
(0) ≤ Ki(γδ,N(w

ε0); t), ∀t ∈ [0, T ], ∀δ ∈ (0, c∗], ∀large N > 0.

Now, consider the variational inequality:

v ∈ C([0, T ];Hσ) ∩Ki(γδ,N(w
ε0)), v(0) = v0,∫ t

0

(ξ′(τ),v(τ)− ξ(τ))σdτ + ν

∫ t

0

⟨Fv(τ),v(τ)− ξ(τ)⟩σdτ

+

∫ t

0

⟨G(v,v),v − ξ⟩σdτ +
1

2
|v(t)− ξ(t)|20,2 (5.29)

≤
∫ t

0

⟨g,v − ξ⟩σdτ +
1

2
|v0 − ξ(0)|20,2, ∀t ∈ [0, T ], ∀ξ ∈ Ki

0(γδ,N(w
ε0)),

Then, by (5.28), Proposition 3.1 gives that this variational inequality possesses one and
only one solution v together with estimates:

sup
t∈[0,T ]

|v(t)|20,2 ≤ |v0|20,2 +
C0

ν
|g|2L2(0,T ;Hσ)

=: N1, ν|v|2L2(0,T ;V σ)
≤ N1. (5.30)

Furthermore, as is easily seen, the weak solution v of (5.29) belongs to the set Z2(
δ
C1
, N ′

1,v0),
where N ′

1 is a positive constant depending only on N1 and δ > 0. Therefore, by Lemma
2.2,

VarW ∗
σ
(v) ≤ N ′

1 +
C0

δ
N ′

1 +
C0

2δ
|v0|20,2 =: C∗(δ). (5.31)

In particular, when γ is non-degenerate, we have

VarW ∗
σ
(v) ≤ N ′

1 +
C0

c∗
N ′

1 +
C0

2c∗
|v0|20,2 =: C∗.
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Now, we consider the set Xδ given by:

Xδ :=

v ∈ L2(0, T ;V σ)

∣∣∣∣∣∣
ν|v|2L2(0,T ;V σ)

≤ N1,

|v|2L∞(0,T ;Hσ)
≤ N1,

VarW ∗
σ
(v) ≤ C∗(δ)

 . (5.32)

By Lemma 2.1, Xδ is a compact convex subset of L2(0, T ;Hσ). Also, in the non-degenerate
case of γ, we consider

Xc∗ :=

v ∈ L2(0, T ;V σ)

∣∣∣∣∣∣
ν|v|2L2(0,T ;V σ)

≤ N1,

|v|2L∞(0,T ;Hσ)
≤ N1,

VarW ∗
σ
(v) ≤ C∗

 . (5.33)

We denote by S1 the mapping which assigns to v̄ ∈ Xδ the solution w of (5.27),
namely w = S1v̄, and by S2 the mapping which assigns to w the weak solution v of
(5.29), v = S2w. The composition of S = S2S1 of S1 and S2 is a mapping which maps Xδ

into itself, and v = Sv̄.

(Step 2) We now show the continuity of S in Xδ with respect to the topology of
L2(0, T ;Hσ). Let {v̄n} be a sequence in Xδ such that v̄n → v̄ in L2(0, T ;Hσ) and
put wn := S1v̄n, which is the solution of

w′
n + Fβδ(wn) + div (wnv̄n) = h in V ∗, a.e. on (0, T ), wn(0) = w0. (5.34)

Note (cf. [24; Chapter 2]) that {wn} is bounded in W 1,2(0, T ;V ∗) ∩ C([0, T ];L2(Ω)) ∩
L2(0, T ;V ) with |wn|L∞(Q) ≤ R0, whence it follows from the Aubin compactness the-
orem [3, 27] that {wn} is relatively compact in L2(Q). Now, choose any subsequence
{wnk

} of {wn} so that wnk
→ w in L2(Q); for this subsequence we have that wnk

→ w
weakly in W 1,2(0, T ;V ∗) ∩ L2(0, T ;V ) (as k → ∞) and ∇βδ(wn) = β′

δ(wnk
)∇wnk

→
β′
δ(w)∇w = ∇βδ(w) weakly in L2(Q)3. Besides, by Lemma 5.2, div (wnk

v̄nk
) → div (wv̄)

in L2(0, T ;V ∗). Therefore, letting k → ∞ in (5.34) with n = nk yields that

w′ + Fβδ(w) + div (wv̄) = h in V ∗, a.e. on (0, T ), w(0) = w0. (5.35)

Since the solution of (5.35) is unique, it follows that the above argument holds true
without extracting any subsequence from {wn}. Namely we have shown that wn = S1v̄n

converges to w = S1v̄ in weakly in W 1,2(0, T ;V ∗) ∩ L2(0, T ;V ) and in L2(Q).
Next, put vn := S2wn which is the weak solution of

vn ∈ C([0, T ];Hσ) ∩Ki(γδ,N(w
ε0
n )), vn(0) = v0,∫ t

0

(ξ′(τ),vn(τ)− ξ(τ))σdτ + ν

∫ t

0

⟨Fvn(τ),vn(τ)− ξ(τ)⟩σdτ

+

∫ t

0

⟨G(vn,vn),vn − ξ⟩σdτ +
1

2
|vn(t)− ξ(t)|20,2 (5.36)

≤
∫ t

0

⟨g,vn − ξ⟩σdτ +
1

2
|v0 − ξ(0)|20,2, ∀t ∈ [0, T ], ∀ξ ∈ Ki

0(γδ,N(w
ε0
n )).

Since wn → w in weakly in W 1,2(0, T ;V ∗) ∩ L2(0, T ;V ), strongly in L2(Q) and {wn}
is uniformly bounded on Q, it follows that wε0

n → wε0 in C(Q) as well as γδ,N(w
ε0
n ) →
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γδ,N(w
ε0) in C(Q). This convergence shows that Ki(γδ,N(w

ε0
n ); t) =⇒ Ki(γδ,N(w

ε0); t) on
[0, T ] (see section 2). Therefore, by virtue of the convergence result in [17; Theorem 2.2],
vn converges to the weak solution v (∈ Xδ) of (5.36) in C([0, T ];Hσ), satisfying (5.30) and
(5.31). Moreover, by Lemma 5.2, div (wnvn) → div (wv) in L2(0, T ;V ∗), so that it follows
from the general convergence result on evolution equations generated by subdifferentials
(cf. [24; Chapter 1]) that w is the solution of

w′ + Fβδ(w) + div (wv) = h in V ∗, a.e. on (0, T ), w(0) = w0.

Hence S2wn = vn → v = S2w in L2(0, T ;Hσ), which shows that Sv̄n → Sv̄ in
L2(0, T ;Hσ). Thus S is continuous in Xδ with respect to the topology of L2(Q).

Now, applying the fixed-point theorem to the continuous mapping S : Xδ → Xδ we can
find a fixed point vδ,N of S, i.e. vδ,N = Svδ,N , which gives a weak solution {wδ,N ,vδ,N}
with wδ,N = S1vδ,N . ♢

5.3. Proof of Theorems 5.1 and 5.2

(Non-degenerate case)

In the non-degenerate case we note that

γδ,N(r) = γ(r) ∧N =: γN(r), ∀r ∈ R, ∀δ ∈ (0, c∗], ∀large N.

By virtue of Proposition 5.1 and Lemma 5.2, for every 0 < δ ≤ c∗ and large N the
approximate problem SNSi(βδ, γN ;h, g, w0,v0) admits a pair of solutions {wδ,N ,vδ,N} in
the class Y × Xc∗ . Hence there are a sequence {δn, Nn} with δn ↓ 0 and Nn ↑ ∞ (as
n → ∞) and a pair of function {w,v} with β̃ ∈ L2(0, T ;V ) such that{

wn := wδn,Nn → w weakly∗ in L∞(Q), weakly in W 1,2(0, T ;V ∗),

βδn(wn) → β̃ weakly in L2(0, T ;V )
(5.37)

and {
vn := vδn,Nn → v weakly in L2(0, T ;V σ),

weakly∗ in L∞(0, T ;Hσ) and in L2(0, T ;Hσ).
(5.38)

Moreover, by (5.37), wε0
n (t) ∈ C∞(Ω) and {wε0

n } is bounded in W 1,2(0, T ;C(Ω)). This
shows that wε0

n → wε0 in C(Q), so that γNn(w
ε0
n ) → γ(wε0) in the following sense:

∀κ > 0, γNn(w
ε0
n ) → γ(wε0) uniformly on Q(γ(wε0) ≤ k),

∀large M > 0, ∃M ′ (> M), ∃nM such that
γNn(w

ε0
n ) > M on Q(γ > M ′), ∀n ≥ nM .

(5.39)

First we prove:

Lemma 5.3. β̃ = β(w), and βδn(wn) → β(w) in L2(Q) and weakly in L2(0, T ;V ) as
n → ∞.
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Proof. Taking the inner product of the difference of two equations w′
n−w′

m+F (βδn(wn)−
βδm(wm)) + div (wnvn − wmvm) = 0 and wn − wm in V ∗ and integrating the resultant in
time, we have

1

2
|wn(t)− wm(t)|2V ∗ +

∫ t

0

∫
Ω

(β(wn)− β(wm))(wn − wm)dxdτ

+

∫
Ω

(δnwn − δmwm)(wn − wm)dxdτ

=

∫ t

0

∫
Ω

(wnvn − wmvm) · ∇F−1(wn − wm)dxdτ, ∀t ∈ [0, T ],

so that
1

2
|wn(t)− wm(t)|2V ∗ +

1

Lβ

∫ t

0

∫
Ω

|β(wn)− β(wm)|2dxdτ

≤
∫ t

0

∫
Ω

|δnwn − δmwm||wn − wm|dxdτ (5.40)

+

∫ t

0

∫
Ω

(wnvn − wmvm) · ∇F−1(wn − wm)dxdτ,

for all t ∈ [0, T ], where Lβ is a (positive) Lipschitz constant of β. We note here that wn(t)−
wm(t) → 0 weakly in L2(Ω) for every t ∈ [0, T ] and F−1 is linear and bounded from L2(Ω)
into H2(Ω) and compact from L2(Ω) into V . This implies that F−1(wn(t)− wm(t)) → 0
in V for all t ∈ [0, T ] and the last integral in (5.40) converges to 0 as n, m → ∞. As
a consequence, β(wn) converges in L2(Q) as well as βδn(wn) in L2(Q) as n → ∞. Since
wn → w weakly in L2(Q) and β(·) is a maximal monotone mapping in L2(Q). It follows
from the demiclosedness of maximal monotone mappings that β(wn) → β(w) in L2(Q),
hence βδn(wn) = β(wn) + δnwn → β(w) in L2(Q).

Also, by (5.22), {βδn(wn)} is bounded in L2(0, T ;V ) which implies that βδn(wn) →
β(w) weakly in L2(0, T ;V ). ♢

Proof of Theorem 5.1: We denote SNSi(βδn , γδn,Nn ;h, g, w0,v0) by SNSi
δn,Nn

. In the
non-degenerate case, the approximate solution {wn,vn} of SNSi

δn,Nn
is constructed in

Y × Xc∗ . We already have seen (5.37), (5.38) with β̃ = β(w) and (5.39). Since the
estimates in the class Y × Xc∗ are independent of parameter Nn, we can show by using
convergence property (5.39) of obstacle functions γNn(w

ε0
n ) (as mentioned in Remark 3.4)

that the convergence of {wn,vn} are obtained just as in the proof of Proposition 5.1 and
{w,v} ∈ Y × Xc∗ is a weak solution of SNSi(β, γ;h, g, w0,v0). The limit v of {vn} may
lose the continuity inHσ in time, but it still stays in the class Xc∗ , whence t 7→ (v(t), ξ(t))σ
is of bounded variation on [0, T ] for every ξ ∈ C1([0, T ];W σ). ♢

Proof of Theorem 5.2: We consider only the problem SNS1(β, γ;h, g, w0,v0). In
the degenerate case, by Proposition 5.1, for given parameters δn ↓ 0 and Nn ↑ ∞ our
approximate solution {wn,vn} := {wδn,Nn ,vδn,Nn} was constructed in Y × Xδn and we
may assume by the uniform estimates (5.22), (5.23), (5.25) and (5.26) that {wn,vn}
satisfies

wn → w weakly∗ in L∞(Q), weakly in W 1,2(0, T ;V ∗),

βδn(wn) → β(w) in L2(Q) and weakly in L2(0, T ;V )
(5.41)
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and
vn → v weakly in L2(0, T ;V σ) and weakly∗ in L∞(0, T ;Hσ). (5.42)

From (5.41) it follows that
∀κ > 0, γδn,Nn(w

ε0
n ) → γ(wε0) uniformly on Q(γ(wε0) ≤ k),

∀large M > 0,∃M ′ (> M), ∃nM such that
γδn,Nn(w

ε0
n ) > M on Q(γ > M ′), ∀n ≥ nM .

(5.43)

Now, applying Lemma 4.6 with Corollary 4.3 to {vn} and the sequence of obstacle func-
tions {γδn,Nn(w

ε0
n )} satisfying (5.43), we conclude that

vn → v in L2(0, T ;Hσ). (5.44)

Hence, by Lemma 5.1, div (wnvn) → div (wv) weakly in L2(0, T ;V ∗) and wn converges to
w weakly in W 1,2(0, T ;V ∗), which is the solution of

w′ + Fβ(w) + div (wv) = h in V ∗, a.e. on (0, T ), w(0) = w0.

Besides, just as in the proof of Theorem 3.2, it is obtained that vn converges to v in the
sense of (5.42) and (5.44) and the limit v satisfies the variational inequality (5.9) and (ii)
for i = 1 in Definition 5.1. Thus {w,v} is a weak solution of SNS1(β, γ;h, g, w0,v0). ♢
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