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Abstract. In this paper we study the regularity for weak solution of Div-Curl system
subject to a mixed normal-tangential boundary condition. It is shown that the weak
solution is Hölder continuous under certain conditions on known data. This regularity
result provides an estimate of a vector field in Hölder space in terms of its divergence
and curl in suitable space. Moreover, further C1+α-regularity of the weak solution is
also established if the known data have more regularity. The present result improves
the classical inequality derived by W. von Wahl in 1992 in W 1,p-space. The main tool
used in this paper is based on precise estimate of weak solution for Div-Curl system in
Morrey-John-Nirenberg-Campanato space.

————————————————————
Communicated by R. Showalter; Received August 3, 2016.

AMS Subject Classification: 35J46, 35Q60, 35N25.

Keyworks:Div-Curl system, regularity of weak solution.

273



274

1 Introduction

Let Ω be a bounded domain in R3 with boundary S = ∂Ω ∈ C2+α for some α ∈ (0, 1).
In this paper we study the regularity of weak solution for the following Div-Curl system
subject to a mixed boundary condition: Find a vector field V : Ω → R3, which satisfies:

∇×V = F, in Ω, (1.1)

∇ ·V = g, in Ω, (1.2)

N×V = 0, on Γ1, N ·V = 0, on Γ2, (1.3)

where N is the outward unit normal on S, Γ̄1
∩
Γ̄2 = ∅, Γ̄1

∪
Γ̄2 = S.

The motivation of our study of div-curl system (1.1)-(1.2) comes from various appli-
cations in fluid mechanics and electromagnetic theory ([8, 15]). The importance of such
systems is also found in elasticity theory and plasma physics ([16]) as well as other in-
dustrial applications ([20]). One of the interesting questions in those applications is that
whether or not the derivative of a vector field U in some space can be estimated by its
divergence, denoted by DivU = ∇ ·U and its curl of U, denoted by CurlU = ∇ × U.
An elementary calculation shows that for any U = (u1, u2, u3) ∈ H(div, curl, R3) (see
definition in Section 2),

3∑
i,j=1

∫
R3

|uixj
|2dx =

∫
R3
[|∇ ·U|2 + |∇ ×U|2]dx.

However, the estimate is much more complicated for a bounded domain in R3. It
depends on the value of vector field on the boundary and the geometry of the domain
through the first and second Betti numbers (see the definition in Section 2). In 1992, W.
von Wahl [22] proved the following interesting inequality:

3∑
i=1

||Uxi
||Lp(Ω) ≤ C[||DivU||Lp(Ω) + ||CurlU||Lp(Ω)], (1.4)

where p ∈ (1,∞), Ω is a bounded simply-connected domain in R3 and U satisfies either
the boundary condition N×U = 0 or N ·U = 0 on ∂Ω. The constant C depends only on
p and Ω. A similar inequality with a mixed boundary condition is obtained by Auchmuty
in 2004 ([2]). With this inequality, one can obtain by Sobolev’s embedding that

||U||
L

3p
3−p

≤ C
[
||∇ ·U||Lp(Ω) + ||∇ ×U||Lp(Ω)

]
, if 1 < p < 3, (1.5)

||U||Cα(Ω̄) ≤ C
[
||∇ ·U||Lp(Ω) + ||∇ ×U||Lp(Ω)

]
, if p > 3. (1.6)
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An extension of the Hölder estimate for V in C1+α-space is established by Bolik and
von Wahl [5] in 1997:

3∑
j=1

||Uxj
||Cα(Ω̄)

≤ C[||∇ ·U||Cα(Ω̄) + ||∇ ×U||Cα(Ω̄) + ||N×U||C1+α(∂Ω) +
m∑
i=1

|Ei|]; (1.7)

3∑
j=1

||Uxj
||Cα(Ω̄)

≤ C[||∇ ·U||Cα(Ω̄) + ||∇ ×U||Cα(Ω̄) + ||N ·U||C1+α(∂Ω) +
n∑

i=1

|Fi|], (1.8)

where

Ei := −
∫
∂Ω̂i

N ·Uds, i = 1, · · · ,m;

Fi = −
∫
∂Ω̂
(N×U) · ẑids, i = 1, · · · , n,

n = the first Betti number and m = the second Betti number, ∂Ω̂i is the boundary of one
of bounded simply connected domains of Ω = R3\Ω, the functions z1, · · · , zn form a basis
of the Neumann field on Ω.

The validity of inequality (1.4) for the case p = 1 was an open question. One would
hope that the inequality (1.4) holds for p = 1, which would imply the L3/2−estimate for
U in terms of DivU and CurlU, due to the Sobolev embedding from W 1,1(Ω) to L3/2(Ω)
in dimension 3. However, it turns out that the inequality (1.4) does not hold when p = 1.
A counterexample is constructed in [23] by X. Xiang. It seems no hope to obtain the
L3/2-estimate for U in terms of DivU and CurlU. A rather surprising result is that in
R3 the estimate is proved by J. Bougain and H. Brezis in 2004 ([6]). Namely,

||U||L3/2(R3) ≤ C[||∇ ·U||L1(R3) + ||∇ ×U||L1(R3)], (1.9)

Some generalizations are obtained in half-space by C. Amrouche and H.H. Nguyen in
2011 ([1]). More recently, H. Kozono and Y. Yanagisawa in 2009 ([14]) extended the
inequality (1.4) to a more general domain with nonhomogeneous boundary conditions.
For a boundary domain in R2, a similar estimate is established by D. Mitrea in 2005
([17]) and an additional estimate is obtained by X. Xiang in 2013 ([23]) in R3 with a
smooth boundary.

It will be seen that the inequality (1.4) depends on the precise estimate of the solution
of Div-Curl system (1.1)-(1.2). The Lp-solvability for the above Div-Curl system (1.1)-
(1.3) is established by G. Auchmuty and J. C. Alexander for a bounded domain in R2 in
2001 ([3]) and for the case in R3 in 2004 ([4]). For an exterior of a bounded domain, the
well-posedness of div-curl problem is studied by Neudert and von Wahl in 2001 ([9]). Some
regularity results for a domain in R2 with Lipschitz boundary is investigated by Mitrea in
2005 ([17], also see [18]). In the present paper our focus will be on the regularity of weak
solution for the Div-Curl system (1.1)-(1.3) in Hölder space and C1+α-space. It is shown
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that the weak solution V is of class Cα under certain conditions for the known data F and
g. Moreover, the C1+α-estimate is also established if more regularity assumption on known
data is in force. Those regularity results are optimal in the sense that the smoothness
conditions on known functions F and g are necessary. Moreover, we will derive the precise
Hölder and C1+α-estimates in term of F and g(x). By using these estimates we improve
the well known inequalities (1.4). More specifically, we prove that

||V||Cα(Ω̄) ≤ C[||DivV||L2,µ(Ω) + ||CurlV||L2,µ(Ω)],

where α = µ−1
2

for some µ ∈ (1, 3), C depends only on Ω and µ. The norm || · ||L2,µ(Ω) is
the norm of Morrey-John-Nirenbery-Campanato space L2,µ(Ω) (see definition in Section
2 or [21]).

The main challenge for the regularity of weak solution is that the boundary condition
(1.3) is coupled in a nonclassical form. The method used in this paper is based on the
techniques developed in [24, 25, 26] for Maxwell’s systems, which is quite different from
those used in [5, 22]. We would like to point out that the Div-Curl system (1.1)-(1.2) is
closely related to Maxwell’s equations (see, for example, [7, 13, 16, 11] etc.). Particularly,
an Ls-regularity for some s > 2 was established by F. Jochmann in 1999 ([11]).

The paper is organized as follows. In Section 2, some basic spaces are reviewed and
some elementary propositions are recalled. In Section 3, the regularity of weak solution
is investigated. The precise estimates in Hölder space and C1+α-space are derived. Some
concluding remarks are presented in Section 4.

2 Some Notation of Spaces and Elementary Proper-

ties

For the reader’s convenience, we recall some basic Banach spaces related to Div and Curl
for vector functions. A vector function U in L2(Ω;R3) or Sobolev space H1(Ω;R3) =
W 1,2(Ω;R3) simply means that each component of U belongs to L2(Ω) or H1(Ω).

H(curl, div,Ω) = {U ∈ L2(Ω) : DivU, CurlU ∈ L2(Ω)}.

It is well-known that H(Curl,Div,Ω) is a Hilbert space equipped with the following inner
product:

< U,V >=
∫
Ω
[U ·V + (CurlU) · (CurlV) + (DivU)(DivV)]dx.

In study of the div-curl system with a mixed boundary condition, we need the following
spaces:

HΓ1,0(curl, div,Ω) = {U ∈ H(curl, div,Ω) : N×U = 0onΓ1};
HΓ2,0(curl, div,Ω) = {U ∈ H(curl, div,Ω) : N ·U = 0onΓ2};
H0(curl, div,Ω) = HΓ1,0(curl, div,Ω)

∩
HΓ2,0(curl, div,Ω).
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Proposition 2.1([2]): Both HΓ1,0(curl, div,Ω) and HΓ2,0(curl, div,Ω) are Hilbert spaces
with the following inner product:

< U,V >=
∫
Ω
[U ·V + (CurlU) · (CurlV) + (DivU)(DivV)]dx.

Moreover, if Ω is simply connected, then H0(curl, div,Ω) is a Hilbert space equipped with
the inner product

< U,V >=
∫
Ω
[(CurlU) · (CurlV) + (DivU)(DivV)]dx.

It is well-known that the Morrey-John-Nirenberg-Campanato space plays an important
role in study of regularity of solution for elliptic equations. We recall the definition here.
The interested reader may find more details in [21].

Let Z0 = (x0, y0, z0) ∈ Ω ⊂ R3 and

Bρ(Z0) = {Z = (x, y, z) ∈ Ω : |Z − Z0| < ρ}.

The average of a function f over a ball Bρ(Z0) is defined

(f)Z0 =
1

|Bρ(Z0)|

∫
Bρ(Z0)

f(Z)dZ.

Let µ > 0. Define

[f ]2,µ,Ω =

(
sup

Z0∈Ω,0<ρ<∞

1

ρµ

∫
Bρ(Z0)

|f − (f)Z0|2dZ
) 1

2

.

The Morrey-John-Nirenberg-Campanato space, denoted by L2,µ(Ω), is defined

L2,µ(Ω) = {f ∈ L2(Ω) : ||f ||2,µ,Ω <∞, }

where
||f ||2,µ,Ω = ||f ||L2(Ω) + [f ]2,µ,Ω.

One should always use Bρ(Z0)
∩
Ω to replace Bρ(Z0) in the above definition when

Bρ(Z0) is not a subset of Ω..
L2,µ(Ω) is equivalent to the Morrey space if µ ∈ (0, 3), to the John-Nirenberg space if

µ = 3 and to the Campanato space if µ ∈ (3, 5). An interesting property is the following

Proposition 2.2: For µ ∈ (3, 5), the space L2,µ(Ω) is isomorphic algebraically and
topologically to the classical Hölder space Cα(Ω̄) with α = µ−3

2
.

Let us also recall the definition of Betti numbers for a domain in R3.
Definition 2.3: For a bounded domain Ω ∈ R3 with boundary ∂Ω, the first Betti number
of Ω is the minimum number of cuts such that after cuts, the domain is simply connected.
The second of the Betti number of Ω is the number of connected components ∂Ω except
one component which connects infinity. Namely,

∂Ω =
m∑
i=0

Γi,



278

each Γi is connected, 0 ≤ i ≤ m, Γi
∩
Γj = if i ̸= j,Γ0 is the boundary Ωc = R3\Ω.

Proposition 2.4([13]): (a) The first Betti number N is equal to the dimension of the
space H1,0(Curl,Div,Ω):

H1,0(Curl,Div,Ω) = {U ∈ L2(Ω) : DivU = 0, CurlU = 0, x ∈ Ω,N ·U = 0, x ∈ ∂Ω.}

(b) The second Betti numberm is equal to the dimension of the spaceH2,0(Curl,Div,Ω):

H2,0(Ω) = {U ∈ L2(Ω) : DivU = 0, CurlU = 0, x ∈ Ω,N×U = 0, x ∈ Ω}.

Moreover, H2,0(Ω) can be characterized as a gradient field:

H2,0(Ω) = {U = gradψ : ∆ψ = 0, ψ = constanti on ∂Ω, i = 1, 2, · · · ,m}.

A well-known fact is that H1,0(curl, div,Ω) and H2,0(curl, div,Ω) are trivial space
m = n = 0 if Ω is simply connected domain in R3(see [13]).

Other classical Sobolev spaces such as W k,p and H1(Ω) = W 1,2 are as usual ([21]).

3 Regularity of Weak Solution

We begin with some basic assumptions for the known data.
H(3.1): Let F ∈ H(Curl,Div,Ω) and g ∈ L2(Ω) with

DivF = 0, inΩ

in the weak sense. Namely, ∫
Ω
(∇ · F)ψdx = 0

for any ψ ∈ C∞
0 (Ω).

H(3.2): Let F = (f1, f2, f3), g ∈ L2,µ(Ω) with some µ ∈ (1, 3).

H(3.3): ∂Ω = Γ̄1
∪
Γ̄2 with dist{Γ1,Γ2} > 0.

Theorem 3.1: Under the hypotheses H(3.1)-H(3.3), the weak solutionV ∈ H0(Div, Curl,Ω)
of the system (1.1)-(1.3) is Hölder continuous on Ω̄. Moreover,

||V||Cα(Ω̄) ≤ C[||F||2,µ,Ω + ||g||2,µ,Ω + ||V||H1(Ω)], (3.1)

where α = µ−1
2
, C depends only on µ and Ω.

Proof: Since we will derive apriori estimates of solution in terms of known functions F
and g, without loss of generality, we may assume that V is smooth in Ω̄.

First of all, we apply the curl operator to the Curl-system (1.1) to obtain:

∇×∇×V = ∇× F, (x, y, z) ∈ Ω.
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Note that
∇×∇×V = −∆V +∇(∇ ·V),

by using Eq.(1.2) we find that V = (v1, v2, v3) satisfies the following elliptic system:

−∆V = ∇× F−∇g, (x, y, z) ∈ Ω. (3.2)

Let δ > 0 and
Ωδ = {Z = (x, y, z) ∈ Ω : dist(Z, ∂Ω) > δ}.

By using interior estimate for scalar elliptic equations ([21]), we see that there exists a
constant C such that

3∑
i=1

||∇vi||2,µ,Ωδ
≤ C[||F||2,µ,Ω + ||g||2,µ,Ω + ||V||H1(Ω)],

where C depends only on µ, δ and diameter of Ω.
It follows by Poincare’s inequality that

3∑
i=1

||vi||2,µ+2,Ωδ
≤ C[||F||2,µ,Ω + ||g||2,µ,Ω + ||V||H1(Ω)],

which yields the Hölder’s estimate by Proposition 2.1:

3∑
i=1

||vi||Cα(Ω̄δ) ≤ C[||F||2,µ,Ω + ||g||2,µ,Ω + ||V||H1(Ω)],

where C depends only µ, δ and Ω.
The Cα-estimate for V near S = ∂Ω is much more complicated. To illustrate the idea,

we begin with a simple case. Let P (x0, y0, z0) ∈ S. Assume that in a neighborhood Nr(P )
of P with r > 0 sufficiently small, S is flat. Without loss of generality, we may assume
that

Nr(P )
∩
∂Ω = {(x, y, z) ∈ ∂Ω

∩
Nr(P ) : z = d > 0.}

Moreover, the domain Ω is located below the hyperplane z = d. Then the outward unit
normal N on Nr(x0, y0, z0)

∩
∂Ω is equal to N =< 0, 0, 1 >.

Case 1: P ∈ Γ1.
From the boundary condition (1.3), we see

v1(x, y, d) = v2(x, y, d) = 0, (x, y, z) ∈ Nr(P )
∩

Γ1.

Now with the boundary condition for v1 = v2 = 0 in Nr(P )
∩
Γ1 we can apply the

regularity theory for scalar elliptic equations (3.2) to conclude that v1(x, y, z), v2(x, y, z)
are Hölder continuous in the neighborhood of N0 = N r

2
(P )

∩
Ω ([21], Theorem 2.19).

Moreover, there exists a constant C such that

2∑
i=1

||vi||Cα(N̄0) ≤ C[||F||2,µ,Nr(P )
∩

Ω + ||g||2,µ,Nr(P )
∩

Ω + ||V||H1(Ω)],
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where α = µ−1
2

and C depends only on r and µ.
To obtain the regularity for v3 in N0, we note from Eq.(1.2) that

∇ ·V = g(x, y, z), in Ω.

Since V is assumed to be smooth up to the boundary ∂Ω, we find

v1x + v2y + v3z = 0, onΓ1

∩
Nr(P ).

Since v1(x, y, d) = v2(x, y, d) = 0 on Γ1
∩
Nr(P ), it follows that

v3z(x, y, d) = 0, onΓ1

∩
Nr(P ).

Again, we use the regularity theory for elliptic equations with a Neumann boundary
condition ([21]) to conclude the v3 is Hölder continuous in Nr(P )

∩
Ω. Moreover, we have

the following estimate:

||v3||Cα(N̄0) ≤ C[||F||2,µ,Nr(P )
∩

Ω + ||g||2,µ,Nr(P )
∩

Ω + ||V||H1(Ω)],

where C depends only on r and µ.

Case 2: P ∈ Γ2.
From the boundary condition (1.3): N ·V = 0 on Γ2, we see

v3(x, y, d) = 0, (x, y, z) ∈ Nr(P )
∩

Γ2.

We use the same method as above for v1 and v2 in case 1 to conclude that v3 is Hölder
continuous in N r

2
(P )

∩
Ω. Moreover,

||v3||Cα(N̄0) ≤ C[||F||2,µ,Ω + ||g||2,µ,Ω + ||V||H1(Ω)],

where α = µ−1
2

and C depends only on µ and Nr(P )
∩
Ω.

To obtain the regularity for v1 and v2, we examine the system (1.1)-(1.2). Since V is
assumed to be smooth in Ω̄, from the system (1.1) we see that V satisfies system (1.1)
up to the boundary ∂Ω. Hence, on ∂Ω, we have

v3y − v2z = f1(x, y, z), (x, y, z) ∈ S,

v1z − v3x = f2(x, y, z), (x, y, z) ∈ S,

v2x − v1y = f2(x, y, z), (x, y, z) ∈ S.

On the other hand, since the boundary ∂Ω
∩
Nr(P ) is flat and v3(x, y, d) = 0 on this

part of the boundary, we see

v3x(x, y, d) = v3y(x, y, d) = 0, onNr(P )
∩

Γ2.

It follows that

v1z(x, y, d) = f2, v2z(x, y, d) = −f1, onNr(P )
∩

Γ2.
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Now we can use the regularity theory of elliptic equations ([12]) to conclude that v1 and
v2 are Hölder continuous in N0 := N r

2
(P )

∩
Ω. Moreover, there exists a constant C such

that

||∇vi||2,µ,N0 ≤ C[||F||2,µ,Ω + ||g||2,µ,Ω + ||V||H1(Ω)], i = 1, 2,

where C depends only on r and µ.
Thus, by using Poincare’s inequality and Proposition 2.1, we have

||vi||Cα(N̄0) ≤ C[||F||2,µ,Ω + ||g||2,µ,Ω + ||V||H1(Ω)], i = 1, 2,

where α = µ−1
2

and C depends only on r and µ.
Now we consider the general case where Nr(P )

∩
∂Ω is not flat. Since ∂Ω ∈ C2 we

assume that the boundary Nr(P )
∩
∂Ω can be expressed by

z = ϕ(x, y), (x, y) ∈ Nr(P )
∩
∂Ω,

where ϕ(x, y) is of class C2 for both variables.
Now introduce new variables:

x′ = x, y′ = y, z′ = z − ϕ(x, y),

Under the new variables (x′, y′, z′), the boundary Nr(P )
∩
Ω becomes flat:

z′ = 0, (x′, y′, z′) ∈ N∗
0 (r) := Nr(P )

∗∩Ω∗,

where Nr(P )
∗ ∩Ω∗ represents the boundary Nr(P )

∩
Ω under the new coordinate.

Define
U(x′, y′, z′) = V(x, y, z), (x, y, z) ∈ Nr(P )

∩
Ω.

Then,
Ux′ = Vx +Vzϕx,Uy′ = Vy +Vzϕy.

For convenience, we assume that N∗
0 (r) is located on the upper part of the boundary

z′ = 0.
Then the unit normal on Nr(P )

∩
Ω is

N =

 ϕx√
1 + ϕ2

x + ϕ2
y

,
ϕy√

1 + ϕ2
x + ϕ2

y

,
−1√

1 + ϕ2
x + ϕ2

y

 .
The boundary condition

N×V = 0, on Γ1

is equivalent to

v1 = −ϕxv3, v2 = −ϕyv3, (x, y, z) ∈ Γ1, (3.3)

while the boundary condition

N ·V = 0, on Γ2
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is equivalent to

v3 = ϕxv1 + ϕyv2, (x, y, z) ∈ Γ2. (3.4)

In terms of new variables, we see U = (u1, u2, u3) satisfies

u1 = −ϕxu3, u2 = −ϕyu3, (x′, y′, z′) ∈ Γ∗
1

∩
Nr(P )

∗, (3.5)

u3 = ϕxu1 + ϕyu2, (x′, y′, z′) ∈ Γ∗
2

∩
Nr(P )

∗. (3.6)

We first consider the regularity of U(x′, y′, z′) in a neighborhood of P ∗ ∈ Γ∗
1, denoted

by N∗
0 (r) := Nr(P )

∗ ∩Ω∗.
Since V is smooth up to the boundary ∂Ω, we have

∇ ·V = v1x + v2y + v3z = g, (x, y, z) ∈ ∂Ω.

We see
v3z = g − v1x − v2y, (x, y, z) ∈ ∂Ω,

which is equivalent in the new coordinate to

u3z′ = g − [u1x′ − u1z′ϕx′ ]− [u2y′ − u2z′ϕy′ ].

Note that on the boundary z′ = 0,

u1x′ = ϕxxu3 + ϕx[u3x′ − u3z′ϕx], u2y = ϕyyu3 + ϕy[u3y′ − u3z′ϕy].

It follows that

(1− ϕ2
x − ϕ2

y)u3z′ + ϕxu3x′ + ϕyu3y′ + (ϕxx + ϕyy)u3

= 0, (x′, y′, z′) ∈ N∗
p

∩
∂Ω∗.

From Eq. (3.2), we know that V satisfies

∆V = ∇× F−∇g, (x, y, z) ∈ Ω.

Since
V(x, y, z) = U(x′, y′, z′) = U(x, y, z − ϕ(x, y)),

it is easy to see that U satisfies an elliptic equation in divergence form (see [21], page
124), where the coefficients are differentiable since z = ϕ(x, y) is of class C2.

It follows by the elliptic theory with a general Neumann-type of boundary condition
([12]) to conclude that u3(x

′, y′, z′) is Hölder continuous in N∗
0 (

r
2
) := N r

2
(P )∗

∩
Ω∗. More-

over, by using L2,µ-theory for elliptic equations (see [21]) that

||∇u3||2,µ,N∗
0 (

r
2
) ≤ C[||F||2,µ,N∗

0 (r)
+ ||g||2,µ,N∗

0 (r)
+ ||U||H1(Ω)],

where C depends only on r, W 1,∞-norm of ϕ and 1 < µ < 3. By Poincare’s inequality,
we see

||u3||2,µ+2,N∗
0 (

r
2
) ≤ C[||F||2,µ,N∗

0 (r)
+ ||g||2,µ,N∗

0 (r)
+ ||U||H1(Ω)].
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Proposition 2.1 yields that

||u3||Cα(N̄1(
r
2
)) ≤ C[||F||2,µ,N∗

0 (r)
+ ||g||2,µ,N∗

0 (r)
+ ||U||H1(Ω), ]

where C depends only on r and µ.
To derive the Hölder estimate for u1 and u2, we use the boundary condition (3.5):

u1 = ϕxu3, u2 = ϕyu3, on Nr(P )
∗∩ ∂Ω∗

Since u3 is Hölder continous and ϕx, ϕy are differentiable, we use regularity theory for
elliptic equations to conclude that u1 and u2 are Hölder continuous in N∗

0 (
r
2
). Moreover,

||u1||Cα(N̄∗
0 (

r
2
) + ||u2||Cα(N̄∗

0 (
r
2
)

≤ C[||F||2,µ,N1(r) + ||g||2,µ,N1(r) + ||U||H1(Ω), ]

where C depends only on r and µ.
We now consider the regularity of U where P ∗ ∈ Γ2. Note that

N ·V = 0, on Γ2

is equivalent to
v3 = v1ϕx + v2ϕy, on Γ2.

It follows that on Γ2

v3x = v1xϕx + v1ϕxx + v2xϕy + v2ϕxy,

v3y = v1yϕx + v1ϕxy + v2yϕy + v2ϕyy.

On the other hand, since V is differentiable up to the boundary of Ω, from the system
(1.1) we see that on Γ2

v1z = f2 + v3x = f2 + v1xϕx + v1ϕxx + v2xϕy + v2ϕxy, (3.7)

v2z = −f1 + v3y = −f1 + v1yϕx + v1ϕxy + v2yϕy + v2ϕyy, (3.8)

v2x − v1y = f3(x). (3.9)

We use (3.7)-(3.8) to obtain

(−ϕx)v1x + (−ϕy)v1y + v1z = f2 + v1ϕxx + v2ϕxy + f3ϕy, onΓ2; (3.10)

(−ϕx)v2x + (−ϕy)v2y + v2z = −f1 + v1ϕxy + v2ϕyy + f3ϕx, onΓ2. (3.11)

We know that the weak solution V ∈ H(curl, div,Ω), it follows by trace estimate that

||vi||L4(∂Ω) ≤ C||V||H1(Ω), i = 1, 2.

The boundary conditions (3.10)-(3.11) can be written as

∇Nv1 = h1(x, y, z), (x, y, z) ∈ N0(r)
∩

Γ2,

∇Nv2 = h2(x, y, z), (x, y, z) ∈ N0(r)
∩

Γ2,



284

where

h1(x, y, z) =
f2 + v1ϕxx + v2ϕxy + f3ϕy√

1 + ϕ2
x + ϕ2

y

,

h2(x, y, z) =
−f1 + v1ϕxy + v2ϕyy + f3ϕx√

1 + ϕ2
x + ϕ2

y

,

and

||h1||L4(∂Ω) + ||h2||L4(∂Ω) ≤ C[||F||L4(Ω) + ||V||H1(Ω)].

Now we can apply the result of [12] to conclude that v1 and v2 are Hölder continuous
on N0(r). Moreover,

||v1||Cα(N̄0(
r
2
)) + ||v2||Cα(N̄0(

r
2
)) ≤ C[||F||2,µ,N0(r) + ||g||2,µ,N0(r)],

where C depends only on W 2,∞-norm of ϕ(x, y) and r.
The boundary condition (1.3) yields that v3 is also Hölder continuous in N0(r) and

||v3||Cα(N̄0(
r
2
)) ≤ C[||F||2,µ,N0(r) + ||g||2,µ,N0(r)],

where C has the same dependency as that for v1 and v2.
Since ∂Ω is compact, we can use a finite covering and a partition of unit ([21], page

125) to obtain the Cα-global estimates (3.1) and (3.2) for V on Ω̄.
Q.E.D.

If we assume more regularity on known data, then we can derive C1+α-estimate for
the weak solution of (1.1)-(1.3).

H(3.4): Let F, g ∈ W 2,p(Ω) with p > 3. Moreover, the boundary S ∈ C3+α.

Theorem 3.2: Under the hypotheses H(3.1)-H(3.4), the weak solution V of the system
(1.1)-(1.3) is of class C1+α(Ω̄) for some α ∈ (0, 1). Moreover,

||V||C1+α(Ω̄) ≤ C[
3∑

i=1

||∇fi||W 1,p(Ω) + ||∇g||W 1,p(Ω) + ||V||H1(Ω)], (3.12)

where α = p−3
2
, C depends only on p and Ω.

The proof of Theorem 3.2 follows the same idea as that for Theorem 3.1. With the
assumption H(3.3) we can derive the similar estimate in W 1,p-space for Wi = ∇vi, i =
1, 2, 3. We shall not repeat those steps here.

Q.E.D.

4 Some Applications and Concluding Remarks

As an application, we derive an Cα-estimate of V in terms of its divergence and its curl.
For convenience, instead using (x, y, z) we use (x1, x2, x3) to represent a point in R3.
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Theorem 4.1: Suppose Ω is a simply-connected and bounded domain in R3, either
N×V = 0 or N ·V = 0 on ∂Ω. Then

||V||Cα(Ω̄) ≤ C[||CurlV||L2,µ(Ω) + ||DivV||L2,µ(Ω)], (4.1)

||V||C1+α(Ω̄) ≤ C[
3∑

i=1

[||CurlVxi
||L2,µ(Ω) + ||DivVxi

||L2,µ(Ω)] (4.2)

where µ ∈ (1, 3) and C depends only on Ω and µ.
Proof: when Ω is simply connected and bounded in R3 with eitherN×V = 0 orN·V = 0
on Γ = ∂Ω, then by [10] we have

||V||H1(Ω) ≤ C[||CurlV||L2(Ω) + ||DivV||L2(Ω)],

where C depends only on Ω.
Since L2,µ(Ω) is a subspace of L2(Ω), by Theorem 3.1 we obtain the inequality (4.1). As

for the estimate (4.2), we just take derivative with respect to xi and then forVxi
, i = 1, 2, 3,

we apply Theorem (3.2) to conclude the desired estimate (4.2).
Q.E.D.

Remark 4.1: For electromagnetic fields in an anisotropic medium, one often encounters
a Div-Curl system with a weight:

∇×V = F, in Ω, (4.3)

∇ · (AV) = g, in Ω, (4.4)

where A = (aij(x))3×3 is a positive-definite matrix. It would be of a great interest to
derive similar estimates as the inequality (1.3) where DivV is replaced by Div(AV).
Along this direction, Ls-regularity for some s > 2 was obtained by F. Jochmann in [11].
However, the Hölder regularity of the weak solution is still a open question.
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